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Preface

This book is the Proceedings for the 4 European Congress of the International Association of Hydro-
environment engineering and Research (IAHR), which gathered in Liege over 200 hydro-environment researchers
and practitioners from all over Europe and beyond.

The overarching theme of the conference is entitled “Sustainable Hydraulics in the Era of Global Change”,
consistently with the pressing need to design and operate our water systems according to innovative standards
in terms of climate adaptation, resource efficiency, sustainability and resilience. This grand challenge trig-
gers unprecedented questions for hydro-environment research and engineering, particularly in relation with our
increasingly urbanized societies. Addressing these issues requires a deep understanding of basic processes in
fluid mechanics, heat transfer, surface and groundwater flow, among others. These are all themes widely covered
by the book, which unveils latest research achievements and innovations relying on state-of-the-art modelling
technologies and supported by the exponentially growing availability of data and computation power.

The 4™ TAHR Europe Congress was organised by the research group Hydraulics in Environmental and Civil
Engineering (HECE) of the University of Liege (ULg), supported by several key institutional and commercial
sponsors, which are listed in the following pages. The Editors acknowledge the Authors and the members of the
conference Committees, who were committed to ensuring a high scientific quality of the papers.

We are confident that the book will serve as a reference for professionals and decision-makers involved
in various water-related sectors, such as hydraulic engineering, fluvial hydraulics, coastal engineering, water
resources management and many more.

Benjamin DEWALS
Chair of the Organizing Committee

Sébastien ERPICUM
Chair of the International Scientific Committee

May 2016
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Co-development of coastal flood models: Making the leap
from expert analysis to decision support

B.F. Sanders, A. Luke, J.E. Schubert, H.R. Moftakhari & A. AghaKouchak

Department of Civil and Environmental Engineering, University of California, Irvine, USA

R.A. Matthew, K. Goodrich, W. Cheung, D.L. Feldman, V. Basolo & D. Houston
Department of Planning, Policy and Design, University of California, Irvine, USA

K. Serrano

Sustainability Initiative, University of California, Irvine, USA

D. Boudreau & A. Eguiarte

Tijuana River National Estuarine Research Reserve, USA

ABSTRACT

Metric resolution “urban” flood models are emerging as pow-
erful tools for analyzing and communicating flood risk at
fine spatial and temporal scales which align with personal
awareness of geographical areas, and differentiate across
individual assets vulnerable to flooding such as homes, busi-
nesses, industrial facilities, health care facilities, schools,
parks, places of worship, and environmental resources. A
combination of trends such as urbanization, intensification
of the hydrologic cycle, and higher sea levels portends a sig-
nificant increase in urban flooding hazards (Hanson et al.
2011). Furthermore, development pressures in many com-
munities mean greater willingness to build in high hazard
areas such as floodplains. Urban flood models have poten-
tial to provide valuable information about the impacts of
development decisions and flood mitigation measures on
flood risk, and to support planning for and responding to
severe flooding events. However, there is a dearth of knowl-
edge regarding how to transform dense spatiotemporal flood
model output data into information that can be used by
decision makers. To develop new and improved flood model-
ing systems, engineers also need to deepen understanding
of flooding as a coupled human-water system (Sivapalan
et al. 2012).

The Flood Resilient Infrastructure and Sustainable Envi-
ronments (FloodRISE) project funded by the US National
Science Foundation (#1331611) has resulted in the co-
development of metric resolution flood models (e.g., Gallien
et al. 2011, 2014) in three communities: Newport Beach,
Calif.; Tijuana River Valley, Calif.; and Los Laureles in
Tijuana, Baja Calif. Co-development of flood models refers to
a two-way communication and development process involv-
ing the research team and personnel working and living in the
study areas, including residents, government officials, emer-
gency managers, civil society groups and business leaders.
Activities include in-depth interviews to gather qualitative
data about flooding, a formal field survey to gather infor-
mation about community awareness of and preparedness for
flooding, and focus groups to deepen understanding of the

decision-points that can be served by flood models and the
map formats that best serve decision-making needs. Exam-
ples include maps of the 100-year flood depth, the annual
probability of flooding, flood intensity (i.e., depth times
velocity), and future vs. present flood risk.

Focus groups revealed strong preferences for visualized
flood risk information based on decision-making needs. Offi-
cials responsible for city planning and regulatory compliance
were most interested in the 100-year flood zone presumably
as a consequence of flood insurance policy in the USA. Water
rescue personnel were most interested flooding intensity and
valued greater awareness of the geographical scope of swift
water hazards. Civil society groups were most interested the
frequency and duration of flooding to assess potential flood
damage to local ecosystems. Collectively, results suggest that
a diverse set of decision-support needs can be met by a single,
fine-scale modeling tool when model output is transformed
into a set of maps that communicate different aspects of the
flood, and address decision points relevant to diverse users.
Further, we conjecture that the process of co-developing
the flood model with stakeholders builds confidence in the
model among both experts and community members and also
creates a solid foundation to plan and evaluate flood risk
interventions.
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Challenges and opportunities for research and technological innovation

in the water sector throughout Europe

P. Balabanis

European Commission, Directorate-General for Research & Innovation, Belgium

ABSTRACT

In today’s world where intensive use of the world’s
resources puts pressure on our planet and threatens
economic prosperity, growth and jobs, innovative solu-
tions are needed to help us using our resources more
efficiently and anticipate more complex demands.
Global change, population increase, urbanization are
particularly challenging the sustainability of water
resources. For the last three consecutive years, the
Global Risk report of the World Economic Forum puts
water systematically as one of the highest risks that
could undermine economic growth.

Citizens, societies, agriculture and industries will
increasingly need innovative solutions to meet the need
of using water in a more efficient and effective way.
Innovative thinking and smarter use of innovation have
the potential to bring new solutions quickly and effi-
ciently to the market while responding to the needs of
end users in urban, rural and industrial areas. Innova-
tive solutions to water related challenges can directly
support wider environmental objectives such as pro-
tecting our natural capital and ecosystems, and the
biodiversity that supports these. In addition, solutions
with regard to drinking water and waste water treat-
ment are to the benefit of public health, which in turn
will generate significant savings. Furthermore, solu-
tions to improve protection of, and in, flood-prone
areas will enhance public safety and prevent potential
economic losses.

Water has been an important activity in succes-
sive European Research and Development Framework
Programmes over the last decades. Horizon 2020,
the current 2014-2020 European Union funding pro-
gramme for research and innovation, expands the
scope of previous water research activities, by address-
ing the whole chain of research and innovations with
the aim of unlocking the innovation potential in the
field of water management.

In line with Horizon 2020 objectives, a ded-
icated focus area “Water innovation: boosting its
value for Europe” has been identified in the first
Horizon 2020 work programme (2014-2015). This

focus area addressed demonstration and market repli-
cation activities for eco-innovative, integrated and
cross-sectoral solutions for water management. In the
second Horizon 2020 work programme actions to
boost water innovation for Europe and beyond will
be addressed in the areas of the circular economy, sus-
tainable cities, climate services, territorial resilience
etc., as well as in other parts of Horizon 2020. Actions
strengthening the role of water in the circular econ-
omy will be particularly promoted. In this context large
scale demonstration/pilot projects, exhibiting a suffi-
cient level of novelty and progress with respect to the
state of the art and aiming to implement and test new
technological and non-technological solutions through
first-of-a-kind experimental development under real
solutions, are foreseen. These project should also act
as a way to attract most interest from innovators
and innovation users (e.g. industries, financial actors,
academia, research, private or public entities, regions,
cities, citizens and their organizations, etc.), thus help-
ing to unlock additional public/private investments
in the water sector and strengthen complementary
or synergies with other relevant EU funding mecha-
nisms and initiates, especially, the European Innova-
tion Partnership and Joint Programming Initiative on
Water.
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Free surface flow through homogeneous bottom roughness
H. Romdhane & A. Soualmia

MNational Agronomic Institute of Tunisia, University of
Carthage, Tunisia

L. Cassan & D. Dartus
Institute of Fluid Mechanics of Toulouse, France

ABSTRACT: The flow in channels and rivers is strongly
influenced by the roughness of the channel hottaom,

by the presence of wvegetation or other ohstacles. In this
context, an experimental study was conducted in the

laboratory of the Institute of Fluid Mechanics of Toulouse
“IMFT”. The experimental design is a rectangular

channel 4 m long and .4 m wide and &.8 m deep. The bottom
has a homogeneous roughness contrast (installation

of a mat). For the measurement of speed, the channel is
equipped with a fast camera. The originality of our work

lies in the application of a PTY particle tracking
technigue (Particle Tracking Vvelocimetry). It is a

non-intrusive

measurement technigue to measure instantaneous speed
two-dimensional fields in stationary and unsteady flows.

It involves seeding the flow through reflective particles,
with the same density as the fluid, which will be lit using

a lighting plan. Analysis of the results is by processing
images taken by the camera using Quick Matlah that is

suitable for our case study. The obtained results show a
depression of the maximum speed below the free surface.

This behavior indicates a delay of the flow in the vicinity



of the free surface and this is a direct conseguence

of the presence of secondary flows in these areas. These
conducted measurements allowed the determination of

wall parameters which are fundamental.

1 INTRODUCTIOM

The flow in channels and rivers is strongly influenced
by the roughness of the channel bottom, hy the pres
ence of vegetation or other obstacles (Franc Vigié,
2085) .

Therefore, an experimental study was conducted

at the laboratory of the Institute of Fluid Mechanics
of Toulouse (IMFT). The experiments were carried

out in a rectangular inclinable flume with transverse
homogeneous roughness in the channel bottom.

A one-dimensional Particle Tracking Welocimetry

(PTY) technigue has been developed to prowvide the
velocity fields. One major advantage of this technigue
is that the flow field structures can be examined at a
prescribed instant of time in total. Howewer, this mea
surement method has also some limitations such as;
this technigue lies exactly in its ability to gather large
amounts of flow field information in the form of image
data and usually requires the analuysis of a large number
of images, (Adamczyk & Rimal, 1988).

By means of a fast camera, we determined the

transverse evolution of the fields of average wvelocity.



Several studies have been conducted in order to
investigate the flow over rough bottom. We can guote
some of these works: Chouaib Labiod (2685) realized
experiments with a mode of setting up of the bars on
the bottom of channel.The strips have a length egual to

the channel width and thus the roughness of the bottom is
homogeneous; Emma Florens (2616) also realized experiments
with macro roughness on the channel bottom; Zaouali Sahbi
(2668) studied the structure and the modeling of free
surface flows in channels with inhomogeneous roughness. The
roughness channel has been the goal of a number of
literatures, such as: A. A. Adamczuk and Rimal (1988);
Baki, et al (2814); Brevis, et al (2614); Cassan, (2014). 2
EXPERIMENTAL DESIGMW 2.1 Description of the open channel The
experimental device (Fig 1) is composed of a rectangular
channel made of glass, open pit having length of 4 m, a
height equal to 6.8 m and a width of &.4 m. The slope of
the channel being adjustable, and varies hetween @ and 6%.
Circulation loop (stahle) water is prowvided by an electric
pump providing a maximum throughput of 26 1/s. This pump
delivers water through a pipe from a downstream tank from
the channel to another upstream. The control of the water
level is done using a wvalve downstream of the channel and
the flow control is done with a guillotine walve. Flow
rates were measured using electromagnetic flow meters
KRHOME with an accuracy of @.5%.

Figure 1. The Channel and the annexes.

2.2 Roughness configuration

On the merits, initially smooth, we stuck in the lon
gitudinal direction of the flow eguidistant roughness
lurking, with 8 mm high, distributed throughout the
channel.

Thus, we achieve a high uniform roughness hack
ground, object of our study.

2.3 Measurement Technology: PTY (Particle Tracking



velocimetry)

In this study, the measuring means developed and used
corresponding to a particle tracking technigue (Parti
cle Tracking velocimetry) using a fast camera. This is
a non-intrusive measurement technigue for measuring
two-dimensional fields of instantaneous velocities in
unsteady and steady flows. It consists in inoculating
the flow using reflective particles, having a diameter
aghout 2 mm and the same density as the fluid, which
will be illuminated with an illumination plane (Cassan
et al, 2813).

A fast camera (1624 x 1286 pixels) allows you to

view the free surface of a pattern by ombroscopy,
placed face a LED lighting system to differentiate the
air from the water. The acguired image sequence sets
the gray scale particles which, after treatment, will
have access to the two components of the welocity
vector in the plan.

Compared to other measuring methods, the PTY is

an effective way to access instantly to different spatial
scales of a turbulent flow in the same plane. Indeed,
while the LDV, for example, reguires a lot of careful
movement of the eguipment to obtain a high spatial
resolution in a measuring plane in guestion, PTY pro

vides, in the same plane, the information at the same



instant in each point of space, (Adamczuk & Rimai,
1988) .

A series of See6 images is taken for each flow rate.
The averaged time value is determined hy calculat

ing the averaged signal for each pixel. This enabled us
to calculate a mean for the water depth in the trans
verse direction. The free surface is identified by the
minimum signal. A& mean water depth of the pattern is
then derived by integrating the free surface in the lon

gitudinal direction. Flow rates were measured using Figure
2. The channel bottom roughness. KRHOWE electromagnetic
flow meters with an accuracy of @.5%. The slopes of the
channel tested are: 1% and 2%. The flow rates for each
slope are respectively: 5, 18, 15 l/s. By determining the
displacement of a particle between two consecutive images,
we can measure the velocity. Analusis is performed on a
large number of particle detection. By grouping the
measures in areas 26, 48 or 58 pixels, we ohtain a
cartography of the averaged transversely wvelocity field.
The Stokes number is a dimensionless number used in fluid
dynamics to study the behavior of a particle in a fluid. It
represents the ratio between the kinetic energy of the
particle to the energy dissipated by friction with the
fluid. Is defined as follows: Where: p p @ Density of the
particle (1 kgs/m 3 ) d p : Characteristic length of the
particle (@.8888 m) v: Cinematic Fluid velocity W: Dynamic
viscosity of the fluid (16 kgsm.s) L c : Characteristic
length (m) This number is used to determine the hehavior of
a particle in a fluid encountered an ohstacle and in
particular whether the particle will circumvent the
obstacle (if <1) by following the movement of fluid or if
it will percolate the obstacle (if »1). In our case it is:
The Stokes number is small, so it is in a case where the
particles follow the water flow.

Figure 3. The PTY equipments in the IMFT lahoratory.
2.4 Definition of parameters to be measured

In these experiments we measured the following



parameters:

h (m): HWater depth in the channel

@ (1ss): Flow rate transited

I (mss): Velocity component in the ¥ direction

YWo(mss): Velocity component in the 2 direction

K (m2 /s 2 ): Kinetic energy

uwow e im2 Afs 2 ) Turbulent shear stress

Hhere:

®: horizontal axis

Z2: vertical axis

3 EXPERIMEMTAL RESULTS

3.1 Description of the experimental tests

Several tests were made with the fast camera; we

worked with different freguency generator, different
number of images per sequence (18666 and 5666

images). To claim that this is the maximum freguency

given by the generator this gives the most accurate
results. Secondly, we choose to work with 5668 images Table
1. The Stokes number for the different runs. Slope 1% Slope
2% 01 (5 1/ss) 2 18 -7 3 16 -7 Q2 (18 1/5) 3 18 -7 5 16 -7
Q3 (15 ls/s) 4 16 -7 6 16 -7 Tahle 2. Definition of the
experimental runs. slope 1% Slope 2% Flow Water Flow Water
rates depth rates depth (l/s) {cm) (m 3 /s) {cm) Run 1 Q1 =
5hl1=4.501=5h1=3Run202=16h2 =602 =16 h2 =
4 Run 3 @3 = 15 h3 = 7 @3 = 15 h3 = 5 per seqguence because
with 1888a images the recording and processing are slower.
In the following tests were therefore kept a number of
image 5688 ims/Seqg and we worked with the maximum freguency
of 368 Hz. 3.2 Dimensionless results The figures below
shows the dimensionless results were ux it 1s the u *
determined by a theoretical method: On figure (Fig.4), was

drawn the vertical profiles of the mean longitudinal
velocity, above the rough area, for different flow rates.



It is found that more the flow rate became higher; more
increases the velocity U, which is guite expected. Also,
you will notice the same thing for the transwverse velocity
W, the turbulent kinetic energy K and the turbulent shear
stress u 7w 7, an increasing with the flow rate
increasing. We also note that, on these profiles, a
depression of the maximum velocity below the free surface.
In fact this behavior indicates a retardation of the flow
in the wvicinity of the free surface, which is a direct
conseguence of the presence of secondary flows in these
areas (Labiod, 26@5). These vertical profiles confirm the
in-situ and literature observations (Baki & al. 2613).These
measurements with PTY, show that transverse velocity
(Fig.5) near the surface is lower and max<imum near the
hottom. These measures must be taken with caution as the
particle detection in the area near the free surface is
difficult (Cassan & al, 2613). Fig.6 shows that the
profiles of the turhbulent shear stress u 7 w “ often
exhibit deviations from the expected

Figure 4. Vertical profile of the longitudinal wvelocity U
faor

the different flow rates (@1 = 5 l/s; 02 = 16 l/s; @3 = 15
1/3)

and the different slopes (a): slope 1% (h): slope 2%

Figure 5. Vertical profile of the transverse welocity v for

the different flow rates (@1 = 5 l/s; 02 = 16 l/s; @3 = 15

1/3)

and the different slopes (a): slope 1% (b): slope 2%.
Figure 6. Vertical profile of the turbulent shear stress u
2w 7 for the different flow rates (01 = 5 1/s; @2 = 16
l/5; 03 = 15 1/s) and the different slopes (a): slope 1%
(bi: slope 2%. linear profile of parallel flow: it is the
most significant sign of the presence of secondary flows
and their impact on transportation of longitudinal movement
guantity (Zaouali, 2668). In the wall region, the shear
stress is greater at the level of the rough area. This is a
direct effect of the roughness. Away from the wall, the
situation is reversed following the adjective transport
turbulence, by descendant’s flows, from low production
zones (free surface) to the channel hottom (above the rough
areas) (Stoesser, T. & al., 2815). The influence of
secondary flows on the evolution of the turbulent shear
stress is well demonstrated by the momentum balance. The
u'w’ nonlinearity is indeed flowing developed non-parallel,



a conseguence of the transport amount of longitudinal
movement by the secondary flows, as shown hy the
integration over z of the eqguation: In our case, the
maximum of turbulent kinetic energy (fig.7) is achieved in
the fluctuation zone (which is located above the rough area
and helow the free surface) because the velocity decreases
and increases agitation. (Emma, 2@18).

Figure 7. Vertical profile of the turbulent kinetic energy
K for the different flow rates (01 = 5 l/s; 02 = 18 l/s;
03 = 15 lrs/s) and the different slopes (a): slope 1%

th): slope 2%.

4 CONCLUSION

Experiments in a lahboratory experimental channel

with a bottom having a uniform roughness were con

ducted. The technigue of fast camera has heen devel

oped and used for the determination and measurement

of the wvelocity components. These conducted mea

surements allow the determination of wall parameters

which are fundamental.

It should be noted that one advantage of the hottom
roughness is to slow the wertical velocity of the flow.

In the results found we highlight the presence of a
depression of the maximum velocity below the free

surface. This behavior indicates a retardation of the

flow near the free surface which is a conseguence of

the presence of secondary flows in these areas.

Other experiments on hottom with vegetation will

bhe performed in a large channel at the Wational Agro



nomic Institute ofTunis (INAT), to determine the effect
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ABSTRACT: In Mew Caledonia, the mine tailings are protected
from flooding by ensuring the water flow

through riprap. This study refers to high welocity flow in
rockfill. It has heen defined by the international

firm of engineering consultants MECATER under contract with
the MNickel Company of ERAMET group in

MNew Caledonia (SLM), to be carried at the Mational
Agronomic Institute of Tunis (IMA Tunis) in collaboration

with the Fluids Mechanics Institute of Toulouse (IMF
Toulouse). In the frame of this study, many experiments

in different tupes of porous media and under different
hydrodynamics conditions were conducted at IMFT. In

this paper we present our simulation results only for
homogenous porous media made by spherical particle

with mean diameter d = 1 cm, It is obserwved that the porous
media presented a variation of the permeahility in

different flow regimes. The main aim of this study is to
restore the permeability wariation curve as a function

of the Reunolds number and simulate the experimental



results by Forchheimer, Ergun and Barree and Conway

relations. A comparative analusis between these eguations
was presented.

1 INTRODUCTIOM

Turbulent flows in highly permeable environments

such as blade breezes in the protection of heaches,
bharren rock storage.., make it a very interesting

topic of research recently. A literature review showed
that Darcy relationship is no longer walid for this
tuype of flow (Soualmia et al. 2615; Cyprien 2812).
Other researchers like Ergun, Forchheimer, Barree

and Conway .. have developed models to calculate

the pressure drop concerning the inertial forces by
integrating a second term on ¥ 2 in Darcy model
(Barree & Conway 2664; Sano & Kurolwa z669).

Each relation depends on physical parameters of the
porous media such as permeability, porosity, particle
shape... But it has heen shown that the permeability

of the studied media is the most important parame

ter, since it is the most affected by the flow regime
(Wang et al. 1998; ¥i et al. 2613). The permeahil

ity depends so on Reynolds number; an experimental

and theoretical study of this factor was carried out to
restore the curve of permeability wvariation as a function
of the Reunolds number. To do so various experiments

were carried out with balls and homogeneous stones



with a mean diameter d = 1 cm. 2 LITERATURE REVIEW Since
Darcy’s law is no longer valid for transient and turbulent
flow in porous media, many authors proposed different
relations of head loss calculation, each one depends on
their own experimental results. 2.1 Forchheimer’s model
{19@1) Forchheimer’s model is among the first models
proposed to calculate the pressure loss when the inertial
effects are no longer negligible. It expresses the
hydraulic gradient as the sum of two terms, one term is
proportional to the speed to simulate Darciens flows, the
other one is proportional to the sguare of the speed (in
the case of turbulent flows with dominance of inertial
forces) (Betao et al. 2812, Barree & Conway 2804): HWhere c
is a constant for a given structure, ¥ is the fluid
velocity, k is the apparent permeability, v is the dunamic
viscosity, and ¢ is the gravity acceleration.

If we express the length scaled depending on the

intrinsic permeability hy setting:

n is the medium porosity.

Eguation (1) is written as:

J is the head loss.

The friction coefficient c f introduced in the expres

sion of the hydraulic gradient is thus given by:

If the pore Reynolds number is large (Re p ), the flow

is dominated by inertial effects and can even be fully
turbulent, and the friction coefficient hecomes inde
pendent of the Reynolds number, with c f = nc, but

varies according to the porous structure.

Forchheimer eguation has been the subject of

numerous and theoretical studies in the case of porous

medium with periodic structure in which the direct

flow simulation allows the calculation of the parame



ters of the pressure drop relationship.

Hydraulic buried wicks are relied on a more empir

ical approach to the formulation of the loss, reguiring
experiences especially in highly complex structure
riprap in circles.

To understand the phenomenon, it is necessary to

study the medium permeability evolution as a func

tion of the Reynolds number. To establish the curve of
the permeability change depending on the Reynolds
number, a pereametre which is described helow was
constructed to develop and interpret this curve.

2.2 The Ergun model (1952)

Ergun in his model, expressed the pressure drop
depending on the physical characteristics of the porous
medium, and proposed the following relationship

{Dukhan et al. 2@14):

Where, L is the length of the porous medium, & is the
porosity, d is the particle diameter, W is the dunamic
viscosity, and ¥ is the average velocity.

The Ergun relationship is like the Forchheimer one,

it expresses the pressure loss as a function of two terms,
the first one depends on ¥ taking into account the
viscosity and the second one depends on ¥ 2 taking

into account the inertial forces.

The Ergun model takes into account the laminar



and turbulent flow terms. The difference hetween the

Forchheimer model and the Ergun one, lies in the expression
of the response of the phusical characteristics of the
medium analuysis, in fact Ergun uses porosity and constants
that depend on experimental conditions, while Forchheimer
uses its own parameter F, and porous medium permeability.
2.3 Barree and Conway model (26¢64) A general dimentionless
model for head loss was proposed by Barree and Conway which
normaly cover the totality of velocity flow ranges from
darcy flow to fully turbulent flow. For wery heigh velocity
flow the model describe a constant permeahility plateau,
otherwise, it will converge for Forcheimer model. In their
model, Barree and Conway expressed the apparent
permeability as function of Reunold number by the following
expression: Where K mr is the minimum permeability divided
hy the Darcy permeability (K d ), as expressed helow ¥: the
average velocity in the section, T: Barree and Conway
constant expressed as the inverse of a length. In their
relation, Reynold number was expressed as function of T
which has the dimension of a length inverse [1/L]. This
parameter can depends on porous media’s mean diameter d. It
was expressed as follow: They concluded that more interest
must be given to study this parameter. And they determined
it with non linear regression in their study. The general
proposed Barree and Conway model is expressed as: 3
EXPERIMENTAL RESULTS 3.1 Experimental setup The experiment
set up is a cylindrical, permeameter it has a circular
section with diameter of 67 cm and

Figure 1. First IMFT experimental set up.

length L = 65 cm powered down by a fan provid

ing a maximum flow rate of @ = 2666 m 3 <hr. This

fan is attached to a divergent cone to ensure the air
distribution throughout the porous medium.

The studied porous media is formed by homo

geneous glass beads which mean diameter d = 1 cm
arranged over a length of 64 cm in the permeameter.
The porosity of this medium was measured, n = 8.482.

The measurement principle is to modify the air flow



rate injected, and to measure the pressure difference
hetween the inlet and the outlet of the porous media.
To reach very high velocity, we realized the same
experiments with the same fan in another permeame

ter with lower diameter D = 16 cm so we can obtain
fully turbulent flow in the studied porous media. Flow
velocity was determined using a hot wire manometer

as we can see in the figure 2.

3.2 Determination of apparent permeability K app

K app is determined by Darcy’s law as following:

YW is the flow velocity, Bp is the pressure head, g is the
dynamic viscosity of water and 8x is the wick longth.
The following curve of wariation of the permeabil

ity as a function of Reynolds number in homogenous
porous media was obtained.

The figure above shows that the Reynolds number

for these experiments waried between 28 and 1188, it is
then not in the Darcy flow regime. Hence the wariation
in the permeability as a function of Reynolds number.
In fact the medium permeability decreases with the
increasing of Reynolds number.

We obtained two different flow, transient flow for
Reynold number 16 < Re < 188, and turbulent flow

for Reynold number under 18@.

3.3 Simulation results with the Forchheimer, Ergun and
Barree & Conway models



In the literature in addition to the relations of Forch
heimer and bharree Conway (Barree & Conway 2684), Figure 2.
Second used permeameter and hot wire manometer. Figure 3.
Experimental results of the permeability changes as a
function of the Reynolds number. there are also Ergun model
(Sano et al. 26839; Dukhan et al. 2614) who proposed
different head loss models in porous media. The
permeability variation is plotted as a function of Reunolds
number with these models (Fig 3). Permeability is explained
in the Forchheimer model as given bellow:

Figure 4. The apparent permeability wariation with the
Reynolds number by studied models.

Mean Ergun Forchheimer Barree and Conway

diameter

dicm) ABKAdFkdKmrT

1 5E-2 112 7.11E-6 @.627 7.11E-6 @.862 36.75

Hhen it is explained by Ergun’s model as:

A and B are Ergun’s constant.

fApparent permeability given by Barree and Conway

model was g¢iven by eguation (6).

Different parameters for each relation were defined

hefore.

The figure above shows a lag between the experi

mental results and those obtained by studied models, in
fact it is shown that, Ergun and Forchheimer models

gives the same results where as Barree and Conway

model gives the nearest simulation results, we can

ohserve the permeability plateau for Reynolds number

higger then 866,



The table above presents different obtained walues
for each relation.

Each parameter of each relation was determined

hasing on our experimental results which explain

the difference between our values and the letterature
values.

Actually we are realizing experiments using a

porous media made by pebbles whish mean diameter

is d = 15 cm in another permeameter. A comparative

Vorticity fluxes on the wake of cylinders within random
arrays

A.M. Ricardo & R.M.L. Ferreira
CEris, Instituto Superior Técnico, ULisboa, Portugal

ABSTRACT: Flow around multiple cylinders in sguared or
staggered configurations have received consid

erable attention but random distributions of cylinders are
less studied. The main objective is the study of the

vorticity fluxes in a flow where turbulence is generated by
randomly placed cylinders. To achieve this goal a

flow around an isolated cylinder and a flow within a random
array of cylinders were experimentally tested. The

experimental databases were acquired with a 20 Particle
Image Velocimetry system (PIV) with a spatial resolu

tion that allows the computation of worticity fields and
vorticity fluxes. Results show an accentuated decrease of

the longitudinal worticity flux in the wake of cylinders
within dense arrays, confirming the existence of vorticity

cancellation mechanisms. The strong longitudinal vorticity
flux reduction in dense patches is not accompanied



by an increase of the lateral flux of vorticity across the
symmetry axis of the cylinders.

1 INTRODUCTIOM

Flow around circular cylinders is a classical prob
lem of fluid mechanics due to its common occurrence
in many applications. The flow around an isolated
cylinder has been extensively studied achiewving impor
tant advances in the understanding of the houndary
layer, the separating shear lauyer, the wake and the
vortex dynamics (Williamson 1996, MNorherg 2663,
Parnaudeau et al. 2668, Ranjan and Menon 2615). The
vortex shedding regimes are, nowadauys, well defined
to a considerably large range of Reynolds number
(Roshko 1993, Williamson 1996).

Flow around multiple cylinders have also received
considerable attention, several studies with two (Kiua
et al. 1986, Sumner 2618) and three cylinders (Zhang
and Zhou 2661) have heen presented. Cases with many
cylinders have mainly considered sguared or staggered
configurations (Lam and Lo 1992, Kim and Stoesser
2611, Nicolle and Eames 2611, Chang and Constanti
nescu 2815).The bridge between the actual knowledge
for few cylinders in staggered configuration and the
g¢lobal understanding aimed to a random array is still a
challenge as configurations with random distribution

of cylinders are less studied (Tanino and MNepf 26685,



Tanino and Mepf 2669, Ricardo et al. 2614).

Ricardo et al. (2814) presented a spatial characteri
zation of the terms on turbulent kinetic energy (TEE)
conservation eguation of a flow within a random array
of cylinders.They ohserved that turbulence production
is dominated by high vorticity wake-type structures.
These are generated through viscous mechanism sim
ilar to those of isolated cylinders and resulting in the
von Karman vortex street. They showed also that pro
duction and dissipation rates of TKE are not locally
halanced creating complex spatial patterns of turbu

lence transport. The cumulative effect of conwvection and
turbulent transport of TKE is the generation of background
turbulence, i.e, non-locally generated turbulence. The
interaction between this background turbulence and vortexes
shed by cylinders within arrays results in a faster loss of
coherence relatively to wvortexes shed by an isolated
cylinder. Background turbulence affects the wake signature
of a cylinder spreads, confining the wake and enhancing
vorticity cancellation (Eames et al. 2611). The mechanism
by which the shed wvorticity is distributed into the near
wake as a result of instabilities in the separating shear
layers is not well known, mainly due to the lack of
resolution in the measured or modelled wvorticity fields and
the measurement of wvorticity fluxes. Ricardo et al. (2614)
reported a shorter life for vortexes shed by cylinders
within a random array than by an isolated cylinder. This
loss of vortex coherence might be related to worticity
cancellation mechanisms (Hunt and Eames 2662, Moulinec et
al. 2084, Eames et al. 2611). These mechanisms have been
studied for idealized conditions like isolated bluff bodies
or arrays with regular arrangements. The effect of
converging/sdiverging streamlines on the worticity
cancellation within the wake of a single cylinder was
studied by Hunt and Eames (2862) for laminar and turbulent
straining flows. Moulinec et al. (2664) investigated the
vorticity cancellation for cylinders in a staggered array
which leads to straining flows similar to the former. They



related vorticity cancellation with the accelerated
diffusion caused by accelerationsdeceleration of the flow
bhetween the cylinders of the arrauy. Further studies are
necessary to understand in detail these mechanisms, in
particular for random distributions of bluff bodies.
Motivated by the lack of a detailed characterization of the
vorticity field in a domain with strong bhackground
turbulence, the present work is aimed at

investigating the mechanisms associated to the war

ticity fluxes in a flow where turbulence is generated

by randomly placed cylinders. The study of wortic

ity fluxes targets guantitative features of the vorticity
cancellation in space and how it is impacted by dif
ferent geometries. To achieve the stated 2oal two
experimental tests were carried out: i) flow around an
isolated cylinder (test I} and ii) flow within a random
array of cylinders (test A). The experimental databases
were acguired with a 20 Particle Image Welocimetry

system (PIV) with spatial resolution that allows the
computation of worticity fields and worticity fluxes.
Throughout this work, a Cartesian reference frame

is considered, where % i for 1 = 1, 2, 3 correspond to the
streamwise, spanwise, and vertical directions, respec
tively. u i and w i are the corresponding wvelocity and
vorticity components.

2 EXPERIMEMTAL TESTS

The experimental work was carried out in a 12.5 m long

and ©.488 m wide tilting recirculation flume of the

Laboratory of Hydraulics and Environment of Insti



tuto Superior Técnico. The flume has glass side walls,
enabling flow visualization and laser measurements.

The flume bottom was covered with a layer of 78 %

of gravel (mean diameter of D 56 = 7.5 mm) and 36 %

of sand (D 58 = .8 mm). The flow was controlled hy a
venetian-blind gate at the flume’s outlet.

Two experimental configurations were considered

in the present work: an isolated cylinder (Test I) and
an array of cylinders (Test A).

In test I, a cylinder with diameter of d = 1.1 cm

was placed, in the flume centreline, almost at the end
of 2 3 m long laver of 7@ ¥ of gravel (D S8 = 7.5 mm)
and 38 % of sand (D 56 = 6.8 mm). Upstream of this
reach, at the flume’s inlet a 2 m long reach with larger
gravel (3 - 5 cm of diameter) was used to accelerate

the development of the flow boundary layer. The dis
charge during this test was 4.5 l/s and the channel slope
was 2.9%.

Figure 1 shows a plan wiew of the cylinder distri

bution of test A, where = 1488 rigid and emergent
cylinders of d = 1.1 cm were placed in order to create a
pattern with seven wawvelengths, each 8.5 m long, with
varying cylinder areal number-density. The cylinder
areal number-density, m, 1s defined as the local spatial

average of the number of cylinders per unit of plane



area and it is expressed in stems/m 2 . Each wavelength
of the cylinder distribution in test A comprises:

¢ 3 15 cm long patch with m = 1686 cylinders/sm 2

(dense patch P5);

¢« 3 18 cm long transition patch with an aver

age m of 986 cylinders/m 2 , divided into two 5

cm reaches with m = 1266 cylinders/m 2 and m =

866 cylinderss/m 2 , respectively from upstream to
downstream (PG} ;

¢ 3 15 cm long patch of m = 488 cylinderss/m 2 (sparse

patch P3); Figure 1. Plan wiew of the reach were the
measurements of test A were carried out. The solid lines
aligned with flow direction indicate the location of the
vertical planes measured with PIY and the dashed rectangles
indicate the location of the horizontal measurements. Table
1. Features of the experimental measurements and flow
properties for each test. Test m h U Re p (cylinderssm 2 )
(my (mss) (=) I - @.676 6,156 1935 A P3S 466 &.067 6.685
1166 A P4 986 @.966 @.6860 1187 A PS5 1666 &.665 @.688 1231 A
PG 988 @.064 6,689 1256 & a 18 cm long transition patch
with an average m of 986 cylinderss/m 2 , divided into two S
cm reaches with m = 888 cylinders/m 2 and m = 12864
cylinderssm 2 , respectively from upstream to downstream
(F4}; For each patch, the areal distribution of cylinders
was random and in accordance with a uniform distribution.
The wvelocity measurements were performed in enforced narrow
regions without cylinders in the spanwise direction
(“measuring gaps” identified in figure 1), whose width is
equal to the mean intercylinder distance of the upstream
reach. See Ricardo et al. (2614) for more details on the
experimental set-up of test A. The flow discharge was 2.3
1/s, the channel slope was ©.9% and within the array of
vertical cylinders the flow was a guasi-uniform regime. The
free surface exhibited an oscillating behaviour, with
amplitude smaller than 2.5 mm, without a measurable impact
on the flow at intermediate depths. Table 1 presents
variables that describe the flow and the experimental
set-up of each test, where h is the mean flow depth, U
corresponds to the bulk welocity and Re p = UdAv is the



FReynolds number based on the cylinder’s diameter, d. The
kinematic viscosity, v, depends on the water temperature,
which was measured during the experimental tests.
Horizontal ( u 1 = u 2 ) and vertical ( u 1 = u 3 ) 20 maps
of instantaneous welocities were acguired with

a Particle Image velocimetry system (PIV) operated

at 15 Hz. As solid targets were employed polyamide
seeding particles which specific gravity is 1.83 and

the diameters range from 38 to 76 pm, with 58 pm

of mean. The cut-off freguency of the turbulent signal,
for this seeding material, calculated with the theory of
Hjemfelt & Mockros (1996) is about 466 Hz. Once the
Nyguist freguency of the PIY time series is 7.5 Hz,

the seeding particles ensure the guality of the data
acguired in the time domain. In the space domain,
applying Taylor frozen turbulence hypothesis and con
sidering a mean wvelocity of .15 (m/s) and 6.89 (mss),
for test I and A respectively, the cut-off freguency of
468 Hz means that the smallest resolved turbulence
scales are l c = 6.4 mmand 1 c = .2 mm, respectively.
These turbulent length scales are smaller than the size
of the interrogation windows @.6 mm, therefore the
seeding particles also ensure the guality of the data in
the space domain.

Each acguired data set consisted in Se66 image

couples performing 5 min of consecutive data. For

test I, a horizontal plane was measured at = 3 /h =



8.6 and five vertical planes were acguired at x 2 /d =
-1.689; -6.54; -6.18; 6.59; 8.91 (x 2 = @ correspond

ing to the cylinder axis). Regarding test A, two hori
zontal planes at x 3 /h = 8.6 and 18 vertical planes were
acguired at each measuring gap as shown in figure 1.

3 VORTICITY EQUATIOM

The wvorticity field is crucial in the study of flow
phenomena in highly wvortical flows such as wake

vortices, mainly hecause it is independent of the ref
erence frame. Furthermore, the spatial resolution of
Particle Image Velocimetry (PIV) measurements is an
important advantage because it allows computation of
spatial differential guantities (Raffel et al. 2687), thus,
enabling 20 representation of the wvorticity field and
discussion of worticity fluxes. The adeqguate computa

tion of spatial differential guantities is directly related
to the data spatial resolution: higher resolution leads
to more accurate derivatives. The reguired resolution
depends on which turbulent structures are targeted and

on the methodology employed to detect them. The

present study is based, mainly, in time-averaged guan
tities and therefore the spatial distribution of these
guantities is relatively smooth, allowing a resolution
larger than that corresponding to Kolmogorow scale at

which the secant and tangent segments are similar.



Equation of vorticity conservation for steady flows

iz given by (Chassaing 2866, Brown and Roshko 2812}
where v is the kinematic wiscosity of the fluid and
mjand u jare the j th component of the instantaneous
vorticity and welocity field, respectively.

The fluxes of the vertical vorticity are ohtained

by integration of eqguation (1) over a fixed wolume followed
by the introduction of the Reuynolds decomposition and
application of Reynolds averaging. The resulting eguation
is where primes represent the fluctuation relatively to the
time-averaged variahle and overlines identify timeaveraged
variables. The longitudinal flux of w 3 across a line
perpendicular to the flow direction, F 1w 3 is given by
MNote that in the flow studied herein, the time-averaged
vertical velocity, u” 3 , is nearly zero. The lateral flux
of the out-of-plane vorticity F 2w 3 across a line parallel
to the flow direction is given by Mext section
characterizes the vorticity field in both experimental
tests. 20 maps of the terms involved in the worticity
fluxes will also he presented. 4 RESULTS Figures 2 and 3
show non-dimensional time-averaged vorticity maps for test
I and for patches P3 and PS of test A. As known in
literature, the vorticity distribution on the wake of a
single cylinder consists in a guasi-antisymmetric repeating
pattern of paired vortexes caused by the unsteady
separation of the flow on the cylinder, identifying von
Karman vortex streets. Figure 3 reveals the same
antisymmetric pattern on the wake of the cylinders with the
array, which has less space to develop in dense patches.
Figure 4 shows 2D maps of the terms u” 1w 3andu 1w ”
3 normalized by U 2 /d for the isolated cylinder test. u” 1
W 3 has an anti-symmetric distribution relatively to the
longitudinal axis of the cylinder. The strongest magnitudes
of this term are found in the outside part of the wake
where vorticity w3 presents the highest magnitudes
(figure 2). The distribution of the time-averaged
correlation of wvelocity and vorticity fluctuations, u 7 1 w
* 3, 1s also anti-symmetric and consists

Figure 2. Mon-dimensional time-averaged worticitu,

w 3/ (Usd ) in the isolated cylinder test. Flow
direction is



from top to bottom.

Figure 3. Mon-dimensional time-averaged worticitu,

w 3/ (Usd ), in the array test at: a) P3 and b) PS. Flow
direction is from top to bottom.

in two strips of opposite signs each side of the culinder
(figure 4h). This term is almost one order of magni

tude smaller than the former. Regarding the wviscous

term, it is at least two orders of magnitude smaller

than the other terms. The termu = 3 w 7~ 1 is not accessi
bhle from the present database, however longitudinal
vorticity fluctuation are expected to be smaller than
vertical vorticity fluctuation. Also u 7 3 is smaller than
U4 1, hence, this term was considered negligihle.

For test A, figures 5 and 6 present maps of u” 1 w 3 and

U 1w 3, respectively, normalized hy U 2 /d. The
spatial

distribution of these two terms involved in the lon
gitudinal vorticity flux on the wake of the cylinders
within the array are characterized by an anti-summetric
distributions relatively to the longitudinal axis of the
cylinder, similarly to that of the isolated cylinder.
However, in dense patches like PS5 (figures Sh and

gkl , the wake of each cylinder is forced to narrow
giving the visual impression of compression of the

flow variables by the lateral and downstream neigh

bours. In particular, the well defined pattern of u ~ 1 w *



ohserved in the wake of the isolated cylinder (fig

ure 4h) and of the cylinders in P3 (figure 6a) loses Figure
4. Terms of the longitudinal vorticity flux a) u” 1w 3 7
fuvzsAdlrandb)u " 1w 3/ (U2 sd) .Flow direction
iz from top to bottom. Figure 5. Non-dimensional term u™ 1
w 3/ (U2 sd) of the longitudinal vorticity flux in the
array test at: a) P3; hb) P5. Flow direction is from top to
hottom. coherence in dense patches (figure 6b). This might
bhe the result of the wake interaction (small inter-cylinder
distance) combined with the strong background turbulence
(Moulinec et al. 2664). Furthermore, the bhackground
turbulence within the array might also explain the increase
of the magnitude of u ~ 1w~ 3/ (U2 /d ) in test A
relatively to the magnitudes observed in the wake of the
isolated cylinder. Both sparse and dense patches reveal
larger magnitudes (figure 6). The spatial distribution of
the vorticity and the terms of its longitudinal flux
suggests that, associated to the narrowing of the near wake
of the cylinders within

Figure 6. Non-dimensional termu - 1w - 3 /7 (U 2 7d ) of
the laon

gitudinal vorticity flux in the array test at: a) P3; b
PS. Flow

direction is from top to bottom.

the array, there is a decrease of flux of wvorticity. Fig
ure 7 shows the decay of the longitudinal wvorticity

flux across the line x 1 = x (i) between the cylinder axis,
2 =8, and x 2 = d for the cylinder of test I and two
cylinders in each measuring gap of test A. Generally,

the decrease of the wvorticity flux is more pronounced

in the near wake of the cylinders within patches with
larger culinder areal-number densities (P4 and PS). An
exception is observed for one cylinder in P3 (centred

at x 2 = 6.137 cm) which registers a decrease in the



vorticity flux similar to that of the cylinders in the
dense patch (PS). The TKE magnitude in the wake of

this cylinder was ohserved to be higher than in other
cylinders of the same measuring gap, being closer to
cylinders in denser patches than to the isolated culin

der of test I, both in terms of magnitude and lateral
gradients.

The rate of decrease of F 1w 3 ( x 1, 8 <x 2 /d <173 of
the cylinders in P3 and P& (sparser patches) is simi

lar to that observed in the isolated cylinder. For these
cylinders (without or with few neighbours) within
approximately one diameter from the cylinder base the
vorticity flux is about 86% of the flux at x (@) while for
the cylinders in denser patches (P4 and P5) the flux at

®x 1 = d reduces to 66% of the flux at ® (@) . For the cases

studied herein, the decrease of F 1w 3 ( = 1 , 8 < % 2 /d <
1)

within one diameter downstream is smaller than the

56% reduction reported by (Brown and Roshko 2612).
Regarding the lateral worticity flux, the present

database allows 2D horizontal maps of the terms u” 2 w 3 ,

U 2w 3and v dw 3 3dx 2, that revealed stronger
valued on the

wake and on the vortex street of each cylinder, as

was ohserved in the terms of F 1w 3 . The termu ~ 3w 7 2
is



computed with data from vertical planes.

Figure & presents maps of the terms u” 2 w 3 andu 2w~
3

normalized by U 2 /d for test I.
The term u 2 w 3 is symmetric, presenting strong mag
nitudes on vortex street and decreasing fast to zero out

of this region. It consists in a large lohe of positive
Figure 7. Ratio of longitudinal worticity flux at x (i) and
the initial point, x (@) , which is the closest point to
the cylinder availahle in the experimental database. Two
cylinders were considered for each measuring gap. Figure 8.
Mon-dimensional terms of the lateral vorticity flux aju” 2
w 3/s(Uu2sdrandblu 2w 37 (02 sd) . Flow
direction is from top to bottom. walues, starting at asbout
8.5d and extending further downstream, preceded by a small
lobe of strong negative wvalues (figure 8a). Also symmetric
relatively to the cylinder’s axis, the termu 7~ 1w ~ 3 is
positive on the cylinder’s wake and has a strip of negative
values on the vortex street (figure 8h). u” 2 w 3 is
larger than u ~ 2 w ~ 3 , but of the same order of
magnitude. The wiscous term also presents the largest
values on the cylinders wake, but it is at least one order
of magnitude smaller than the other terms. Termu ~ 3w 7 2
being obtained from measurements in the wvertical plane does
not allow a spatial characterization with the same detail
as in 2D horizontal maps. Nevertheless, it was possible to
conclude that this term is larger in the wortex street
region than in

Figure 9. Non-dimensional termu” 2 w 3 7 (U 2 +d ) of
the lat

eral vorticity flux in the array test at: a) P3; h) P5. Flow
direction is from top to bottom.

the wake centre. Furthermore, its magnitude is smaller

than that of U 7 2w~ 3 .

Figures 9 and 16 present maps of u” 2w Sand u - 2w~ 3
normalized by U 2 /d for two measuring 2aps of test A

(FP3 and P5). As observed in the terms of the longitu



dinal flux, the spatial distribution of these two terms
involved in the lateral wvorticity flux on the wake of
the cylinders within the array are similar to that of
the isolated cylinder. Figures 9 and 16 also show that

the magnitude of u” 2w 3/ (U2 )andu 2w 37 (
e Adad

is slightly larger in the wake of cylinders of test A
than in test I. This reinforces the role of the back
ground turbulence:the interaction of the wvortexes shed
by a given cylinder with the non-locally generated
turbulence seems to increase the correlation between
velocity and vorticity fields relatively to that of an

isolated cylinder. u = 3 w © 2 on the wake of the culinders
in

test A also reveals magnitudes smaller than the term

U 2w 3. Figure 11 illustrates 20 maps of this term in
the

wake of a cylinder of of the measuring g¢ap P4. u ~ 3w 7 2
presents a symmetric distribution with negative wvalues

in the center of the near wake (figure 11a) and positive
on the outer part of the wake (figure 11a).

Figure 12 presents the lateral flux of worticity

across the plane x 2 = @ (cylinder axis) as function

of the normalized distance downstream of the cylin

der base, x/d, in the near wake of cylinders of

tests I and A. The dominant term of the lateral



flux of wvorticity across the cylinder symmetry axis,

F2w 3 (x 1, =2 =861, 1s the time-averaged correlation
of

lateral velocity fluctuations and vertical wvorticity fluc
tuation, v © w 7 z and the remaining terms are wvanishingly

small, sothat F 2w 3 ( x 1, x2=86 1 =u"2n" 3. The
shape of

F2w 3 ( x 1, =2 =81 iz similar for all the cylinders
and is in

accordance with that presented by Brown and Roshko
(2612) from a Large Eddy Simulation (LES) of an

isolated cylinder. Figure 18. Non-dimensional termu 7 2 w
a3/ U2 Ad) oof the lateral vorticity flux in the array
test at: a) P3; h) PS. Flow direction is from top to
bottom. Figure 11. Mon-dimensional termu = 3w 7 2 7 (U 2
Jd ) of the lateral worticity flux in the measuring gap P4
of test A at: a) x 2 = 8.214 cm (culinder axis); h) = 2 =
8.224 cm. Flow direction is from left to right. Except at
the close vicinity of the cylinder base where it may
lightly decrease, the lateral flux of worticity is expected
as an increasing function in the near wake and becoming
almost constant for x/d > 4 (Brown and Roshko 2612). Figure
12 shows that F 203 ( x 1 , ®x 2 = @ ) for most of the
cylinders within the array starts increasing closer to the
cylinder base than in the isolated cylinder but the rate of
growth also decreases closer. At x/d = 2 the lateral flux
of worticity measured in the wake of the single cylinder of
test I is larger than in almost all cylinder of test A.
Although the differences between the isolated cylinder and
the cylinders within the array are relatively small, the
vorticity flux across the summetry axis of a cylinder seems
to decrease with the proximity to neighbouring cylinders,
however it depends on the particular local distribution of
the neighbours and its impact on the local instabilities in
the shear layers. The present discussion shows that the
more accentuated reduction of the longitudinal worticity
flux in

Figure 12. Lateral vorticity flux F 20 3 ( %, y = @ ) for
the iso

lated cylinder of test I and two cylinders of each measuring



gap of test A.

the wakes of cylinders in denser patches is not accom
panied by an increase of the lateral flux of worticity
across the symmetry axis of the cylinders.

5 CONCLUSIONS

The present work employed experimental databases
acguired with a 20 PIY in a turbulent flow within an
array of cylinders with warying cylinder areal number
density. A flow around an isolated cylinder was also
explored. The main ohjective was to investigate the

role of the vorticity fluxes in the wake of the cylinders.
Due to the nature of the experimental database, this
study allowed a detailed characterization of the most
relevant vorticity component, the wvertical worticity, and
its fluxes. The decrease of the longitudinal worticity
flux, along the streamwise direction, revealed to be
more accentuated in the wake of cylinders within dense
arrays. This faster decrease of the longitudinal vortic
ity flux observed in the wake of a cylinder with close
neighbours could generate expectations to an increase

of the lateral worticity flux relatively to the isolated
cylinder, however, the worticity fluxes across 4y = @ are
similar or even smaller in the wake of cylinders within
the array.

The conclusion that the pronounced reduction of the



longitudinal vorticity flux in the wakes of cylinders in
dense patches is not accompanied by an increase of the
lateral flux of worticity across the symmetry axis of the
cylinders confirms the existence of worticity cancel
lation mechanisms. The worticity cancellation within
random arrays of cylinders might be caused hy the
mechanisms associated to straining flows explained

by (Hunt and Eames 2682, Moulinec et al. 2084) hut

also by turbulent transport.another mechanism of wvor
ticity cancellation may be the transformation of the
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Effect of downstream channel slope on numerical modelling
of dam

hreak induced flows
A.E. Dincer, 2. Bozkus, & A. N. 5_ahin
Middle East Technical University, Ankara, Turkey

ABSTRACT: In the present study, the numerical simulations
of dam break induced flows are performed by

using wvarious models. The numerical models used in the
study are laminar, large eddy simulation (LES) and

Reuynolds-Averaged Mavier Stokes (RAMS) eguations with k-g
turbulence model. In addition a recently dewveloped

Smoothed Particle Hydrodynamics (SPH) code is also used to
simulate dam break problem. For the walidation

of the numerical approaches, a recently published
experimental study is used. In the experimental study, an

idealized dam break problem in a sloped channel is
investigated. It is found that although other numerical

approaches give similar welocity profiles with the
experiments, RANS equations with k-2 turbulence model

gives underestimated results. The same problem is simulated
by assuming that the downstream channel is not

inclined, i.e. horizontal. It is obserwved that when the



channel is not inclined, k-g& turbulence model gives closer

results to other numerical models. Therefore, it can be
concluded that for dam break induced flows, slope of the

channel may adversely affect the accuracy of k-g turbulence
model. However, more experimental and numerical

data is needed to validate this conclusion.

Keywords: Dam break, turbulence modelling, Large Eddy
Simulation, LES, k-g turbulence model, laminar flow

1 INTRODUCTIOM

Turbulence modelling has been, and to this date still
iz, a significant research subject. The prohblems in
numerical modelling arise due to complex nature of
turbulence. The earliest attempts in turbulence mod
elling started with the introduction of eddy concept by
Boussinesg (1877). Later, mixing-length model con

cept known as zero-equation model was introduced

by Prandtl (1925). Kolmogorow (1942) introduced

k- model which is the first complete turhulence
model. One-eguation model which includes the flow
history was also developed by Prandtl (1945). In order
to solve Reynold’s stress, Boussinesq approximation

in turbulence models was developed by Rotta (1951).
Boussinesqg approximation is a second order closure
model. After this point, with the increase of computer
power, the progress of these models accelerated. In
mixing-length model, a wiscous damping correction,

still in use in turbulence models, was developed buvan



Driest (1956). Eddy wviscosity and mixing-length con
cept was refined by Cebeci and Smith (1974). Launder
and Spalding (1972) developed k-g turbulence model
which is the most popular two-eguation turbulence
model.

The dam break problem is also simulated with
smoothed Particle Hydrodynamics (SPH) which was
developed by Monaghan to model astrophysical prob
lems. Later, Monaghan (1994) applied SPH to open

channel flows. In the SPH, fluid is simulated with small
particles which show all the characteristics of the fluid.
In SPH, the fluid is usually assumed as slightly
compressible instead of truly incompressihble to avoid
solving Poisson’s equations (Colicchio et al., 2802). For a
more detailed information about SPH, one can investigate
the studies of Liu and Liu (2663) or other studies of the
authors. In this study, a dam break problem is simulated
numerically. A& laminar flow model and two turbulence
models, k- model and Large Eddy Simulation (LES) model,
are used in simulations. In order to verify the numerical
models, the experimental data of LaRocoue et al. (2813) is
used. The layout of the paper is as follows: First the
numerical models are defined, then the experimental and
numerical setups are given, later the results are presented
and finally conclusions are drawn. 2 WNUMERICAL MODELS Mo
matter turbulent or not, all fluid motions follow duynamical
equation of fluids. A walid description of laminar and
turbulent flows is given with Mavier-Stokes eguations
combined with the continuity eguations:

where % 1 and x j are the Cartesian coordinate com
ponents, g is the gravitational acceleration, p is the
density of the fluid, u is the velocity component, W is

the dynamic viscosity, P is the pressure, and - pu = i u
i is

the Reynolds stress which represents the effect of tur



bulence. The eguations of k-g turbulence model can

be shown as:

where P b is the buoyancy force and 4 t is the turbu
lent wiscosity. For more detailed information about
equations, the works of Wilcox (1998) can be studied.
LES eguations are shown as:

whereas ij is the stress tensor due to molecular wviscosity.
In the simulations, for the solutions of laminar flow,
k-g turbulence model and LES model OpenFOAM,

an open source computational fluid dynamics (CFD)
software, is used.

The governing SPH equations can be stated as: where 1 and J
show the particle of interest and the neighhoring particle,
m is the mass, g is the gravitational acceleration, P is
the pressure, W is the kernel function which shows the
effect of the neighhoring particles to the particle of
interest and m ij is the socalled Monaghan-tupe artificial
viscosity., In the study cubic spline kernel is used. In SPH
code, ®S5PH technigue is used. ¥SPH forces the particles to
move with a closer wvelocity to the average welocity of the
neighhoring particles (Monaghan 1989; 1992). XSPH can he
stated as: In the code, water is assumed as slightly
compressible and an equation of state is used to apply this
assumption. According to eguation of state, a slight change
in density can cause a large variation in pressure. where P
o is the initial pressure. Boundary particles are placed at
the boundaries to define walls or obstacles. The boundary
particles exert repulsive force to the water particles and
the magnitude of the force increases while the spacing
between water and houndary particles decreases. This force
can be calculated as: where r @ is the initial spacing
bhetween water particles and D is the problem dependent
parameter and taken in the same scale with the sguare of
the largest welocity (Liu and Liu, 2663). The houndary
particles are placed with half of the initial spacing of
water particles to provide a solid barrier.When r > r @ the
force is taken as zero. To integrate SPH equations
leap-frog algorithm is used and time stepping is controlled



with CourantFriedrichs-Lewy (CFL) condition (Anderson,
1995). 3 EXPERIMENTAL AND MNUMERICAL SETUPS The experimental
setup of LaRocgue et.al.(2613) is given in Figure 1. They
used a channel having 7.31 m length, .18 m width and &.42
m depth. The bottom slope of the channel was ©.93%. 3.37 m
from the upstream end, there was a wooden gate. This wooden
gate was lifted suddenly in order to simulate instantaneous
dam failure. The removal time of the gate

Figure 1. Experimental Setup of LaRocgue et al. (2813).

was recorded as .21 s for an initial reservoir head

of ©.35 m. Lauber and Hager (1998) suggested that

the gate opening can be considered as instantaneous if

T1 =4 20/¢g.According to this formula, the gate open

ings in the experiments were instantaneous. In order

to measure water depths Baumer ultrasonic distance
measuring sensors were used. In addition, wvelocities

were recorded with an ultrasonic velocity profiler

(UvP) Velocities are recorded at a very fast rate with
UWPs. For the measurement of water surfaces, the

probes were placed at -9.3, -8.5, -6.7, -6.8, -8.9,

-1.1, and -1.5 m upstream, and @.2, 8.4, 6.6, 8.8, and

1.8 m downstream of the gate. For the wvelocity mea
surements, probes were placed in a horizontal position,
8.845 m above the channel bed. In this study, only the
simulations of most upstream and most downstream
measurement points from the wooden gate are pre

sented. In addition, the simulation results for water

surfaces are not presented. For the results of these sim

ulations one can see the other studies of the authors



about this subject.

The main scope of this study is to investigate

the effect of downstream channel. First, the channel
with a 8.93% slope was simulated. Then, the channel
was assumed as horizontal and the simulations were
repeated.

For the numerical simulation of laminar flow,

RANS equations with k-g turbulence model and LES
model, the parameters are given in Tahle 1. In the sim
ulations, the wall houndary with no-slip condition was
used for the upstream end of the reservoir and for the
hottom of the channel. In addition, symmetry hound

ary condition was used for the top of the computational
area, and outflow boundary condition was used for the
downstream end of the reservoir.

The computations are stopped after 2.5 s. The ini

tial water height and length were defined accord

ing to the experimental wvalues (h @ = .25 and ©.38).
The time step was defined according to Courant
Friedrichs-Lewy (CFL) condition. In the k-g tur
bulence model, k = .81 and in the LES model

Ce= 1.048, C k = @.694,

In the SPH simulations, the initial distance between
water particles is taken as 8.81 m. On the other hand,

Table 1. Parameters used in mesh-based methods. Grid size
Grid size Grid size in % in 4 in z Simulation direction



direction direction time Model (m) (m) (m) (s} Lam. @.885
g.665 @.81 2.5 RANS &.0685 9,985 .61 2.5 LES 6.0815 &.686815
.61 2.5 Table 2. Relative difference between numerical and
experimental results (in ¥). % relative differences hetween
¥ SPH-exp. lam-exp. RANS-exp. LES-exp. 2.66 4.82 4,12
8.29 4.57 4,66 5,99 4.44 §.88 5.68 the houndary particles
are placed with half of the initial spacing between water
particles, i.e. 8.665 m. The mass of the particle is
calculated by multiplying the initial spacing between two
particles and density of the particle. By knowing initial
pressure, which is hydrostatic pressure, the densities of
the particles are calculated from eguation (18). 18116
water particles and 1861 boundary particles are used in the
simulations. The smoothing length is taken as 8.81 m. Time
step is 2.5 e-5 s and the simulation continues for 4 s. 4
RESULTS To present the results, dimensionless parameters, ¥
c=wshe, K7 = RAt(gh e ) 6.5 ), % 7 =wiigh &) 8.5
and T = t{g/d) 6.5 , were used where ¥ 7 shows the
dimensionless distance from the probe used in the
experiments.The probe was placed @.645 m above the bottom
of the flume.

Figure 2. velocity Profile with a slope of ©.93% at ¥ -7
2.68,

Figure 3. velocity Profile with a slope of ©.93% at ¥ -7
4,68,

The numerical simulations compared with the
experimental data for ¥ 7 = 2.88 and ¥ 7 = 4.88 which
are the most upstream and most downstream points

from the gate are shown in Figures 2 and 3 respec

tively. In the figures, horizontal velocity walues at the
downstream side of the gate for an initial reservoir head
of 8.38 m are given for laminar flow, SPH model, RANS and
LES results and experimental data for T = 11.44. As can hbe
seen, all the simulations are in agreement with the
experimental data. Howewver,

Figure 4. velocity profile when the channel is horizontal
at X 7 = 2.89.

Figure 5. ¥elocity profile when the channel is horizontal
at ¥ 7 = 4,809,

RANS equations with k-2 turbulence model give the



furthest results. The difference between numerical and
experimental results is given in Table 2. As can be seen
from the table, k-z turbulence model underestimates

the results nearly 8%, although other models deviate

from experimental data between 4% and 6%. In fact, the
results from k-g turbulence model are also successful (8%
difference is not too much for a numerical simulation) but
the authors wanted to study why such a result occurred. One
of the reasons is deemed to be channel slope. In order to
investigate the effect of channel slope, the simulations
are done by assuming the

channel is horizontal. The results for the same points
are shown in Figures 4 and 5. Since there is no avail
able experimental data for this case, only the results

of numerical simulations can be shown. This time all

the simulations including RANS eguations with k-
turbulence model give close results. In fact, the maxi
mum difference between two numerical models (LES

and laminar flow) is 1.3%. Therefore, it can be con
cluded that, the channel slope may adversely affect

the correctness of k-g turbulence model. Howewver, this
suggestion should he further investigated.

5 CONCLUSION

In this study, a dam hreak problem was simulated with

a recently developed SPH code, laminar flow, k-g tur
bulence model and LES model. The simulations were

verified with the experimental data available in litera

ture. It was seen that when there is even a wvery small



channel slope, the results of k-2 turbulence model devi
ate from the other simulation results and experimental
data. Here it should be noted that this deviation is
still fewer than 16% which is an acceptahle limit for

a numerical simulation. However, when there is no
slope, the results of k-& turbulence model are close to
laminar model and SPH model. In fact, there are no
suggestions that propose the channel slope may affect
the correctness of k-g turbulence model in literature.
Therefore, the authors avold giving such a conclusion,
but continue studying this phenomenon further by con
ducting a set of experiments for different bed slopes
and comparing the experimental data with the results
obtained from k-g turbulence model.
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ABSTRACT: The success of a fishway depends on two criteria:
(1) fish passage capabilitu, and (2) fish

way detectability. Only if both criteria are fulfilled a
fishway can be considered as successful. To design a

passable fishway structure defined geometric walue limits
due to hudraulics and fish physiology must he con

sidered. Additionally, the entrance of the fishway must be
passable as well as detectable. The present paper deals

with a planned fishway in northern Germany. Due to tidal
influenced flow parameters, the fishway outlet was

designed to be orthogonal to the downstream river suystem.
Hence, negative influences concerning fish entering

the structure as well as ship movement can he assumed.
Besides passable flow welocities and a minimum of



turbulence at the entrance area, the appearance of a
continuous leading flow with velocities larger than 9.2 m/ss
are

important parameters to guarantee a successful structure.
These parameters were taken into account to design

a fish friendly entrance. Furthermore, public authorities
gave limitations of maximum mean inlet welocities

bhecause the downstream water body is a small federal
waterway with ship traffic where obstruction has to be

avolded. The entrance of the fishway as well as 188 m of
the downstream water hody is analuzed wia numerical

30 CFD simulations. The main aim is to wverify the hudraulic
flow situation at the inlet zone of the fishway.

Investigations include three different inlet structures and
results lead to an optimized design of the fishway’s

entrance.

1 INTRODUCTION

Due to the European Water Framework Directive WFD
(2668) all anthropogenic modified waterbodies must

bhe revert into good ecological conditions. Thereby, the
main criteria to identify a river’s patency are func
tional fishstep systems to allow upand downstream

fish migration. Several fishsteps can be used to pro
duce hydraulic flow systems with fish climb capability.
Technical structures (e.g. wvertical slot pass) can be
arranged on small footprint areas next to weirs with
hydro-power systems included. Nature-like solutions
ought to provide a natural flow situation and an attrac

tive structure within the environment.These can he e.g.



crosshar hlock ramps (Oertel & Schlenkhoff 2@12) or
ramps with interlocked blocks.

The present paper deals with a special kind of

natural structure - a brush-furnished fishway - and
analyzes hydraulic impacts within the downstream

river system wia numerical 30 CFD simulations.

2 SUBJECT OF RESEARCH

The study area is located in the north of Germany. The
project deals with a fishway connecting two heawvily
modified waterbodies which were separated for more

than a hundred years (Coleman 1926, Gripp 1982). The river
system of Trave and Wakenitz are shown in Fig. 1. HWaterbody
2 (Wakenitz) is strictly impounded by a weir yielding a
fixed water level. Fig. 1 shows a channel at that’s end
discharge through a culvert suystem is promoted. Even so, an
investigation of the river suystem showed the possibility to
convert the flow system into good ecological conditions
(L+H Cons. Eng. 2814). Waterbody 1 (Trave) is an estuary of
the Baltic Sea and has a tidal range of ahout 8.2 m in area
of investigation. The height difference of hoth water
surface elevations is approximately 4 m with flow direction
of the fishway from Wakenitz to the River Trawve. For more
Information about the river system see Klein & Oertel
(2615). The planned fishway was designed as a pool-step
system with a total length of 148 m. 24 pools overcome a
total difference of water surface elevation of 4 m (L+H
Cons. Eng. 2814). The chosen design of the fishway is
comparatively new. The so called brushfurnished fishway was
developed by Hassinger (2662). Hithin the brush-furnished
fishway pools, are separated by one or more brush-furnished
ohstacles with openings as a migration corridor. The
location of the fishway is shown in Fig. 1. Due to European
and national guidelines fishwaus must be functionally
operational 366 days a year. Bewond this period, the
fishway operates on minimum load to enable small fish and
benthos organisms to

Figure 1. Schematic sketch of flow system.



Table 1. Design discharges of planned fishway. FW DOT CUL
FRS 1s -1 1s -1 1s -1 1s -1

MLW 36 330 @ 358 @

MH 158, 5ummer 438 696 638 @

MW 366, Hinter 668 3606 686 &

MHW 336 606 4000 3508 eXCESS

FW = fishway, D0OT = dotation flow rate, CUL = culvert,
FR5 = flood release structure

migrate. The fishway’'s flow rate varies hetween 338
and 688 ls/s - but can also reach zero discharge for low
water situations. Furthermore the fishway is charged
with an additional flow rate at the outlet - the dota
tion discharge. This dotation is to lead to a better
detectability for fish within the downstream river sus
tem. Dotation discharges will be guided wia a pipe
system into the downstream outlet pool.

Hakenitz® flow system offers maximum discharges

of 26 m 3 s -1 , which can be separated into four dis
charge groups (see Tab. 1, Fig. 2): (1) mean low water
level (MLW), (2) and (3) regular operation for 366
days per year (mean water (MH), summer and winter
events) - see German design guideline DHWA-M 569

(2614) - (4) mean high water (MHW) and higher flood
events. It must be considered that discharges above
8.1 m3 s -1 are managed by a flood release structure,

located far downstream the fishway.



3 FORMULATION OF THE PROBLEM

Due to the general fishway's position several oper
ational problems can he assumed which need to he
investigated. The fishway’'s outlet was designed to

bhe orthogonal to the downstream located Trawve to

ensure better detectability for fishes according to con
sulted biologists. Fishes near the investigation area are

more attracted by chemical hormonal parameters than Figure
2. Discharge duration curve of HWakenitz river suystem, L+H
Cons. Eng. (2614). by guiding flow currents as a result of
tides (L+W Cons. Eng. 2614). Flow direction will he
reversed with tidal influences, hence no migration
direction can be indicated by flow direction (L+W Cons.
Eng. 2814). Present studies of Katopodis (2615) corroborate
that attraction of fishways may depend on hiological
features more than thought till now. On that account, it is
assumed that the chemical and hormonal differences between
Trave and Wakenitz induce a migration intention and lead
fishes to the fishway coming from downstream and upstream
Trave (L+W Cons. Eng. 2814). The fishwau’s location was
provided by the engineers and local authorities assigned
and is not the subject of the present paper. Additional
dotation flow, charged at the fishway’s outlet, is supposed
to produce a sufficient wolume of water into waterbody 1
(Trave) in contrast to the different chemical hormonal
water properties of waterbody 2 (Hakenitz) to stimulate
fishes’ migration. Supportive, dotation discharges should
form & guiding flow to support the structure’s
detectability. Conseqguently, high fishway discharge rates
of more than 4 m 3 s -1 lead to downstream inflow impact at
high wvelocitiy and high turbulence depending on the inflow
geometry which results in reduced fish climb capability and
negative to dangerous impacts on watercraft movement and
their navigability in the downstream river system. To avoid
negative influences from the planned fishway, the outlet
structure must be investigated in detail. Therefore, three
criteria are used for evaluation: (1) fish climb
capahility, (2) finding the entrance in terms of guiding
flow and (3) watercraft impact. 4 NUMERICAL MODEL The
present numerical model covers 98 m of waterbody 1 (48 m
downstream, 56 m upstream the fishway’s inlet) and nine
pools of the planned fishway. The river was constructed



manually, based on a digital terrain model (resolution S m
in xand y-direction) and additional cross profiles. The
implementation of the fishway is based on the planning
documents. More details about the numerical model can be
found in Klein (2615).

FLOW-3D (w.11) was used for numerical 3D

CFD model simulations; including Wolume-of-Fluid

method (WOF) and RMG-Turbulence-Model. RNG

turbulence model is hased on k-8-model with improved
calculation for areas of high pressure gradients at wall
(Flow Science Inc 2614). The flow parameters are

solved by applying the finite-difference-method on a
structured, Cartesian grid. Flow Science Inc (2614)
gives additional information. The geometry is embed

ded in a number of structured guadratic meshblocks

with varying resolution, while the FAYOR™ method

is applied. The mesh resolution at the inlet area is

8.1 m (edge lengths of cubic cells). The remaining

river geometry is mapped with a cell size of 8.2 m

fonly one mesh size was computed).And conseguently,
approximately 4 million active cells are computed.

The present paper analyzes numerical simulation

results for a winter event (see Tab. 1, with dotation
discharge) concerning flow impacts within the down
stream water body for wvarious geometrical solutions

(siee also Fig. 3):

1. current planning state,



2. enlargement of outflow pool (Option 17,

3. enlargement of outflow pool and flow guiding wall
{Option 2).

5 RESULTS ANWD DISCUSSION

5.1 Passability - fish climb capability

The passability for fishes is evaluated wia maximum
passable velocities in the inlet pool and its distribu
tion. Relevant fish species are metapotamal species
such as pike, brace, perch and bream L+W Cons. Eng.
(2614, Maximum passable velocity of the relevant

fish species of 1.45 ms -1 should not be exceeded
(DWA-M 569 2614). Furthermore it is necessary

to ensure the occurrence of resting areas(DHA-M

589 2014) (Adam & Lehmann 2611). Additionally,

a diverse velocity distribution is preferred to offer
migration corridors for weak species to migrate and
large wvortex structures should be neglagted hecause
they can lead to loss of orientation (Smith et al. 2e14).
Figures 5 and 6 show the welocity magnitude at the
downstream cross-section of the fishway exactly at the
entrance and at a distance of 2 m upstream the fish
way. The cross section’s location is shown in Fig. 4.
Y¥Z-1intersection is shown with x-axis as geographical
v-coordinates (Gauss-Kriger Zone 3; GK3) and y-axis

as z-coordinates in meters above sea level. HWith these



cross-sections the passability at the inlet can be eval
uated. It follows that the original configuration with
narrow inlet pool results in too high welocities at the
entrance pool (see Fig. 6a). Fishes migrating upstream
cannot overcome high welocities occurring throughout

the entire pool width. This configuration does not pro
vide any migration corridor. The narrow pool leads to

too constricted room for dotation discharge to intermix
with the fishway’s discharge and conseguently to no Figure
3. Geometry of simulation model. reduction of welocities.
Furthermore, it can he considered that high turbulence
areas can be found for this planning state. Option 1 and 2
(Figs. Sh/c and 6bsc) clearly show an improved flow
situation. By opening and enlarging the inlet pool more
space is given to add the dotation discharge. The current
enters the fishway with smaller

Figure 4. Location of exported cross-sections, marked in
red.

Figure 5. Cross-section at inlet pool, welocity magnitude.
velocities and mixing within the pool is supported.
Additionally, rotating the dotation profile towards the
river provides a smooth intermixture. Hence, turbu

lence and velocities are reduced. Figures Sh/c and 6b/sc
show that high wvelocities occur only locally. A& diverse
velocity profile is given for all relevant fish species
over the pool length; see also Figure 8.

Conseguently, enlarging the inlet pool leads to an

improved passability for fishes.

5.2 Detectability - fishway findability



Evaluating the fishway’'s findability {detectability)

is the most complex issue that can be achiewved

by approximation and simplification of the problem
solely. @& major factor for detectability is the fishes’
bhehavior, which is not yet fully understood and still the

subject of research projects (e. g. Lehmann & Gischkat
Figure 6. Cross-section in 2 m distance of inlet pool,
velocity magnitude. (2613)). However, certain criteria must
he defined in order to evaluate the detectability and
passability. According to Adam & Lehmann (2611) upstream
migration is stimulated when flow wvelocity exceeds 8.2 ms
-1 . Hence, a migration corridor with a velocity of @.2 ms
-1 should be achieved. The matter for evaluation is the
appearance of the migration corridor in terms of
intermixture, shape (length, width) and velocities. Figure
7 shows the guiding flow occurring.velocity distributions
exceeding guiding flow limiting velocities of 8.2 ms -1 are
illustrated. Flow velocities below .2 ms -1 are neglected
in figure 7. Simulation results of planning state show a
heavily developed transwversal current which flows almost
orthogonally to the main channel. Hence, a stimulation of
migration can be assumed. Since the migration direction is
crosswise, the orthogonal direction of the resulting
guiding flow could be problematic - the fishes’ reaction to
this phenomena is uncertain. For option 1 the intermixture
of the inflowing water is much stronger.The transversal
current forms a guiding flow at the fairway. The guiding
flow is deflected and, thus, directed in main flow
direction. The guiding flow may be detectable more than 46
m downstream the fishway. Simulation with an installed wall
(option 2) shows a deflection and constriction of the
guiding flow. Hence, the guiding flow develops at the right
embankment at a width of 5 m. The length exceeds the
numerical model domain.

Accordingly, a guiding flow, as defined previously,
will be developed for options 1 and 2. Again, the
planning state solution will include sewveral disadvan
tages. Immense dotation discharges lead to an almost

orthogonal current which breaks through the main flow



direction. Option 1 shows a distinct leading flow over
88 % of the main channel width. The developed guid

ing flow is directed in flow direction and located in the
fairway. As expected, an installed wall leads to sepa
ration of fairway and transversal current and guiding
flow is located at the right embankment.

In conclusion, detectability was improved with

option 1 and 2. Further investigations must clarify if
the separation of main channel and embankment leads

to a reduced detectahility concerning the migration
corridor in the natural river.

5.3 Hatercraft impact

The safety for ship movement can be evaluated by

the semi-empirical calculation approach of Pulina
(1993) which estimates the shift induced hy transver
sal currents. The approach is based on the balance of
forces of outer hydrodynamic resistance, acceleration
resistance, accelerated mass and transversal speed:
where: v E = mean entrance velocity [m/s], L =
motorcraft length [m], C y = drag coefficient [-],

T = motorcraftt submergence [m], p= water density

[kg m -3 1, b = entrance width [m], 2 = distance from
entrance to fairway [ml, v 5 = mean motorcraft speed
[mss], m G = total accelerated mass [kgl. It must be

considered that this approach is exclusively approved



for freighters.

More important than analytic calculation results are
restrictions by local water authorities that state max
imum inflow velocity of 8.3 ms -1 for the present
investigation.

Waterbody 1 is a Federal HWaterway Category 5

(BMWI 2615). Hence, the navigahility of small
freighters must not he restricted. Therefore, the local
water authorities define the maximum mean velocity

at the fishway’s inlet as 6.3 ms -1 . As shown in fig
ure 8 the planning state reaches the maximum welocity
at v mean = .34 ms -1 . The calculation of lateral move
ment according to Pulina (1993) results in a movement
of 8.4 m for class Johann Helker freighters travelling
with a speed of S5 kmh -1 . Nevertheless, considering
passability the planning state can not he processed due
to the restrictions.

Option 1 shows a similar appearance. The mean

velocity at the inlet profile is 6.39 ms -1 . Due to
the enlarged pool, the influencing discharge wolume

is increased. Calculation according to Pulina (1993)
yields lateral movement of more than 1 m while trawv
elling at a speed of 5 kmh -1 ,rises as traveling speed
increases. As seen in figure 7 Option 2 is nearly iden

tical to Option 1. This is due to the fact that the inlet



Figure 7. Velocity distribution at leading flow.

Figure 8. Comparison of velocity magnitude in different
distances of the inlet pool.

pool geometry is not changed from option 1 to option 2
and shows that the flow guiding wall has little impact
on the flow situation in the inlet pool.

Conseguently, a flow guiding wall which separates

the inflow of the fishway and the fairway leads to more
safety on the waterway.

5.4 Recommendat ion

Considering the three ewvaluation criteria mentioned,
option 2 represents the best solution for practical appli
cation. Due to the restriction of local water authorities
concerning the inflow welocity a separation of the
fishway’s entrance and the fairway is reguired to
guarantee interference-free ship movement. Further
investigations are necessary to evaluate the fishway's
detectability. Since the fish migration corridor of the
local fish population is unknown, a detailed study
should be arranged to identify this corridor. Finalluy,
option 2 can be preferred if relevant fish species
migrate along the embankment.

& CONCLUSION

Numerical simulation provides a adeguate tool to eval

uate hydraulic issues during the planning phase. The



present investigation shows the possibility to improve

the flow situation at the inlet of a fishway which

cannot be a design guideline solution. Howewer, atten

tion should be paid to guality components which

have a main influence on success and cost-henefit of
numerical simulations. Although hudraulic investiga

tions can never evaluate fishes’ behavior. Therefore,

it is advisable to investigate the fishes’ hehavior in

the investigation area to evaluate the structure’s final
design carefully. Experiences showed that subseguent
adjustments at fishways are common. Thus, it is also
advisable to construct a flexible inlet structure to react
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ABSTRACT: Extreme flood events with high return periods (T
» 1866 years) are expected to be more common

in the next decades due climate change. In these extreme
events, land occupation in floodplains hecomes a major

issue as it highly influences the flow resistance and
therefore, the hydrodynamic processes. The present work

aims at identifying, as the land occupation increases i)
the evolution of the flood risk associated with a high

return period flood event and ii) the relative magnitude of
the resistance forces acting on the flow hy both the bed

friction and the drag induced by buildings. For these
purposes, this paper presents an experimental methodology

to assess the influence of hoth the hed-friction forces and
the drag forces on the owverall flow resistance. Also,

the transition from a flow governed mostly by bed-friction
forces to a flow in which the drag forces due to the

ohstacles are predominant is studied herein.

1 INTRODUCTIOM

In France, the potential adverse impacts related to
flood events have increased during the last 38 years
{according to the Centre for Research on the Epidemi
ology of Disasters) hecause of the increasing human
settlements over the floodplains. Recent studies aon
global flood risk (e.g. Hirabayashi et al., 28613) have

demonstrated that, on a global scale, the number of



people exposed to floods with a return period higher
than 18@-year is expected to increase, irrespective of
the climate models and scenarios. In this context, the
assessment of the existing modeling practices for river
floods with T » 166-year becomes a major issue. It is
also a major issue in the context of the application

of the European Flood Directive (EU, 28a7) on the
assessment and management of flood risks, notably to
build the flood hazard maps in the areas with potential
significant flood risks, and to complete the flood risk
management plans.

Extreme floods are by their rare and dangerous

nature characterized by a lack of field data. Flood
marks are scarce, velocity measurements are non
existent, and the available stage-discharge relation
ships are not reliahle in this range (Lang et al.
2616) . Furthermore, it is usually considered that abowve
T ~ 188a-year all the floodplains are inundated-

flood protection systems are surpassed with negligible
effects on the flowso that the flow processes and the
flow resistance in the floodplain are mostly controlled
by land occupation.

Existing studies carried out in smooth beds (Nepf

19939; Tanino & MNepf 2668; Herbich & Shulits 1964)

corroborate the influence of the spatial density of the



obstacles (land occupation) on hoth the drag and the
bed-friction forces and thus, on the overall flow
resistance. In addition, Tanino & Mepf, 2668 estimated
that, for smooth heds, the bed friction forces represent
about 13% of the overall flow resistance, though they
pointed out that in rough beds such as natural floodplains,
the contribution of the bed friction to the overall flow
resistance may not he negligible. This study goes beyond
the aforementioned studies by presenting an experimental
set-up with rough bed and with direct measurements of the
drag force acting on the obstacles. The present study
focuses on complex land occupation with interspersed types
of hydraulic roughness and evaluates the contributions of
bed-induced friction and drag due to emergent
macroroughness to the global flow resistance of a
floodplain. The objective is twofold: (1) to investigate
the transition from a flow resistance mainly generated by
the bed roughness, to a flow resistance mainly governed by
the drag force created by emergent ohstacles; (2) to
perform a sensitivity analusis, estimating the errors made
when neglecting the presence of the ohstacles, considering
only the bed roughness. This paper presents the
experimental methodology followed in order to reach the
ohjectives mentioned above. 2 EXPERIMENTAL SET-UF 2.1
Experimental facility The experiments are carried out in a
1.26 m width and 8 m long rectangular lahoratory flume with
a fixed slope of S & = 6.18%. The bottom of the flume

Figure 1. Upstream wview of the experimental flume.

is covered by an artificial grass layer, onto which the
emergent ohstacles are placed (Fig. 1).

The obstacles consist of prismatic bricks with
dimensions: @.654 = 6,854 m 2 along both horizon

tal directions and remain emergent in all cases. The
upstream end of the flume is eguipped with a hon

eycomb panel to tranguilize the flow (Fig. 1). At the
downstream end of the flume the flow depth is con
trolled by means of an adjustable tailgate. The flume

is eqguipped with a rohotic arm that allows displace



ments in the three directions: ¥ , ¥ , and 2 (Fig. 1).
This robotic arm allows us to measure water depth by
means of an ultrasonic limnimeter and welocities by
using a micro-aDv.

2.2 Experimental parameters

Dimensional analysis yields the following parameters

as characteristics of the case of study:

where B is the channel width (B = 1.26 m), L stands for
the distance between the centers of two consecutive
obstacles in both directions (¥ and % ) (Fig. 2) and

the ratio B/L thus denotes the number of hricks per
cross-section. The spatial distribution of the bricks is
parameterized by the spatial density & defined as:

where d is the flow depth and w is the characteris

tic dimension of the bricks (w = @.65%4 m) (Fig. 2). Re

is the Reynolds number of the flow considering d as
length scale, & is the bed roughness (e= 8.667 m),

the ratio e/d denotes the relative roughness, and

Fr = /(g - d} 1/2 is the Froude number, where g is the
gravitational acceleration.

In this study, only fully turbulent flows with low
Froude number (Fr < ©.3@) are considered.These con
siderations allow us to neglect the effects of Re and Fr,
Figure 2. Schematic plan wiew of the obstacle distribution.
Tahle 1. B/L A d/L e/d 5 to 11 6.15 to &.25 6.2 to 1.1 &.&3
to 9.17 which reduces to 4 the number of non-dimensional

parameters, namely 2.3 Planned range of parameters In this
study we will consider walues of the filling ratio BrL



ranging from 5 to 11 (tupically 8§ cases). For each value of
BsL, three values of lambda and three walues of dsL will he
studied. Table 1 contains the tupical ranges of the
different non-dimensional parameters planned in the
experiments. 2.4 Experimental procedure and measurements
Once the obstacles are placed throughout the flume, the
corresponding flow depth (d) is set by means of the
downstream tailgate and by adjusting the flow discharge
until reaching uniform-flow condition. This condition is
verified by means of topographic surveys of the water
surface all along the flume. When the uniform flow is set,
the drag force (F d ) is measured by means of a
hydrodynamic balance, which is schematized in Figure 3. In
this halance the drag force (F d ) is multiplied by a lever
arm whose top end is attached to a weir (Fig. 3). This weir
pulls a calibrated weight that is on a digital scale (Fig.
3), which measures the multiplied force (Fig. 3). To
determine the point where the drag force acts on the
ohstacle, each measurement is performed twice by changing
the

Figure 3. Schematic wview of the hudrodynamic balance.
axis of rotation of the lever arm. The drag force (F d )
is obtained by applying a moment balance around the

two axis separately.

Also under uniform flow conditions, water surface

and 30 velocity field are characterized in detail for
one cell located far enough from boundary conditions
(Fig. 2). An ultrasonic limnimeter with an accuracy

of *1 mm is used to measure the water surface and a
side-looking Mortek-Vectrino (micro-ADY) is used to
measure the 30 welocity field.

3 RESULTS

3.1 Methodology

The strategy consists in measuring the drag force (F d )

that the flow exerts on one obstacle located at the



middle of a cell (see Fig. 2). Once the value of F d

iz known, the bed-friction force (F b ) can be ohtained
by applying momentum balance to the measured cell,

which performed along the streamwise direction and

under uniform flow conditions, results in the following
expression:

where F d is the drag force, F b is the hed-friction
force, and W stands for the weight component of

the water. Eguation 4 indicates that, under uniform

flow conditions, the resultant force acting on the fluid
(Fd+Fh?) is compensated by the weight component of
the fluid (W J.

Since F d is measured and the weight component of

the fluid (W ) is obtained as

where p is the density of the water, and ¢ is the grav
itational acceleration, the bed-friction force (F b ) can
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ABSTRACT: Accurate prediction of contaminant concentrations
can yield improved outfall structures design,

reducing economical expenses and environmental impact.
Conventionally, cost intensive phuysical modeling

or simplified integral approach models have been employed
despite their drawbacks and limitations. In the

present paper, two jet setups have been studied by means of
30 Reynolds Averaged Mawvier-Stokes eguations

and experimental modeling. Both jet cases correspond to
turbulent horizontal jets, bounded by the channel bed,



which might be found in common environmental discharges.
Three of the most widely employed turbulence

models up to date have been investigated (namely standard
k-2, RNG k-g and k-w), analyzing their perfaor

mance on the jet trajectory estimation. For the best
performance’s model, RNG k-g and for both jets cases of

the present study, analysis has been extended to the
turbulence diffusion estimation by defining a turbulent

Schmidt number.

1 INTRODUCTION

Outfall structures are present worldwide, affecting
local and global overall environmental conditions.
Proper design of environmental flow discharges is of
paramount importance for the environmental systems’
bhiotic media. Improving knowledge on numerical
modeling of such structures may reduce costs yielding
altogether safer designs.

Traditionally, outfalls have been designed by means
of physical modeling. However, due to potential scale
effects (i.e.: when dealing with different densities
hetween water body and jet) in small scale models

and the large space reguirements necessary for a river
reach model (since wvertical model distortion should
be avoided to properly reproduce buoyant jets; Kobus
198a), numerical methods may arise as a feasible and
yet reliable tool.

When using a numerical model, practitioners are



usually attracted to the integral method approach,
which is subject to considerable restrictions due to
model’s hypothesis. However, they hold an extensive
experience and validation (JTirka 2864, Jirka 2667,
Bleninger & Jirka 2068, Loya-Fernandez et al. 2612,
Palomar et al. 2812). Main limitations of these models

{as restriction to unbounded jets and no contaminant
re-entrainment among others) can be found in Jirka (2664,
2687) . With increasing computer capacities, more complex
models have arisen. 26 years ago it was not possible to
simulate complex river reaches - nowadays, new hardware
advances makes it feasible at affordable costs. Thus,
Reuynolds Averaged Mavier-Stokes (RAMS) eguations appear to
be the more common approach in Computational Fluid Dunamics
(CFD} when a 3D approach is desired. Large Eddy Simulations
(LES) can be already performed and may yield to more
accurate and detailed results (Ruiz et al. 2615). However,
modeling large domains of interest such as in environmental
discharges problems or complex multi-physics (Gorlé &
Taccarino 2613) might he restricted to RANS modeling.
Additionally, as mentioned by Piomelli (2814) the advanced
level of competence reqguired to run a LES is an obstacle to
its widespread application. In this study, three of the
most commonly used turbulence models hawve heen used in
order to obtain jet trajectories for two horizontal
discharge cases. Furthermore, the turbulence model with
hest performance has heen used in order to analyze
turbulent dispersion of both two jets. The studied flow
cases represent two bed bounded discharges which aim to be
representative of a wide range of outfall structures.

2 EXPERIMENTAL SETUP

Experimental model runs were conducted at FH
fiachen’s Hydraulic Laboratory. A horizontal flume of
8.58 m width has been used for phuysical model tests
(Figure 1). Inside, two diffusors have been adopted,
allowing horizontal discharges at 98 and 45 degrees

with the freestream flow direction (b @ ), as shown in



Figure 2. Inner diameter of the injector is 3 mm, which

is connected to a pressurized tank allowing a constant
pressure head and thereby a constant flow discharge.

The diffusor is located at & mm from the channel bed

and 88 mm from the channel wall.

Figure 1. Physical model setup, pressurized tank above
chute and inlet boundary condition at the left side of the
image.

Figure 2. Sectional side wview of the experimental setup
corresponding to the simulated cases, ambient flow from

left to right and markers every 5 cm, top: © & = 98 o ,
hottom:

8 =45 o , Average flow velocity corresponds to 2 md's,
which allows an efflux Reuynolds number in the order of
6,866; being over 2,666 commonly accepted as the critical
value for the jet to be independent of wiscosity in a
turbulent ambient flow (Fischer et al. 1979, Kohus 1988).
Ambient water flow rate was set to 13 1/s by use of a
freguency regulator and an electromagnetic flowmeter. Flow
depth was controlled with a downstream weir and set to .28
m at the flow region of interest, yielding to an average
ambient velocity of .88 m/s. The role of ambient flow is
to gradually deflect the turbulent jet into the flow
direction while inducing additional mixing. The effluent
water has been dyed hy adding potassium permanganate
(dilution: 1 € per 9 1 water) to allow visual inspection of
the jet trajectory, envelopes boundaries and mixing. A
Canon EOS 70 camera was used to capture the inwvestigation
domain from side and top wviews. 3 MUMERICAL MODELING 3.1
General settings FLOW-3D has been used to set up and run
numerical simulations. RANS equations are discretized by
means of the Finite Volume Method (Versteeg & Malalasekera
2687), resulting in a linear system which is numerically
solved by using the Krylov projection based method GMRES
(Saad 2663). For advection flux approximation, a second
order explicit scheme was employed including a slope
limiter algorithm ensuring monotonicity preserwving of the
advected guantities (Van Leer 1977, Hirsch 2ee7). Diffusion



is computed explicitly and & CFL condition is set to @.75
for dynamically adjusting time step limit without
compromising numerical stability. Turbulent wiscosity was
calculated by using three of the most widely used
turbulence models. The selected turbulence models are all
two eguations based models, which are the first complete
models able to reproduce all sorts of turbulence (Pope
2686) . However, no turbulence model can reproduce properly
all types of turbulent flows and hereby walidation becomes
necessary. First employed turbulence model corresponds to
the standard k- (Pope 2666, Davidson 2615) which uses a
transport eguation for the turbulent kinetic energy (k) and
one for its dissipation (g). The second model is the RNG
k-2, as defined hy Yakhot & Orszag (1986) and Yakhot et al.
(1992}, which is based on the Renormalization Group theory
(McComb 2684) and adds an additional term to the £ eguation
and uses different coefficients for the parameters.and the
third one is the k-w turbulence model, as defined by Wilcox
(1998, 2668), which substitutes the eguation for £ hy
another for w= gk -1 . This model is known to perform
superiorly for many types of flows when compared to the
standard k-g (Pope 2668) although it has not been as

widely tested as k-g model (Bradshaw et al. 1996).
Furthermore, it has heen previously noticed that k-s
significantly overpredicts spreading of the round jet
(Pope 2666). Otherwise, k-g model is known to he

more insensitive to free stream values. In the guestion
of the choice of a second wvariable in two equations
models, freestream sensitivity should be given high
priority (Spalart 2666). Selection of RNG k-g is based
on the experience of prewvious researchers which noted
that RNG k-= reproduces flow separation hetter than
the standard k-z (Speziale & Thangam 1992, Brad

shaw 1997, Kim & Baik 2664, Bung et al. 2668) and

has shown better performance also for impinging jets

(Dutta et al. 2613, valero & Bung 2816).



For an in-depth discussion on turbulence models
performance, strengths and limitations, reader might

he addressed to Pope (2666), Spalart (2666), Wilcox
{1998) and Bradshaw et al. (1996).

3.2 Turbulent diffusion

Transport and diffusion of a scalar C can be modeled

by using:

where ¥ F is the cell volume fraction and A 1 is the
cell area in i-direction. Accordingly, u i is the velocity
component in idirection. This formulation is already
accounting for FAVOR method, which is employed

by FLOW-3D for the definition of obstacles in the

meshed domain (Hirt & Sicilian 1985). D accounts

for the total diffusion (both molecular and turbulent).
But as far as turbulent mixing happens, it is reason
able to assume that turbulence transport will prevail
over molecular diffusion and thus D = D t can bhe con
sidered. Definition of this turbulent diffusion reguires
an additional relation. Herein, the so-called gradient
diffusion hupothesis is assumed (Pope 2@88). Gradi

ent diffusion hypothesis estimates that the adwvective
transport of a scalar due to turbulent fluctuations is
related to the spatial gradient of the concentration by
means of a turbulent diffusivity.Then, definition of the

turbulent Schmidt number (Sc t ) becomes necessary:



where v t is the turbulent wviscosity. Use of a two
equation turbulence model allows estimation of this
turbulent viscosity as follows:

For both k-2 based models, being C W = ©.696 for
the standard version and ©.85 for the RNG. In the

case of k-w, it can be calculated similarly: This turbulent
viscosity, additionally to its relation to the turbulent
diffusion, plays a key role on the estimation of the mean
velocity field, and thus the jet trajectory. As noted by
previous authors, Sc t appears to be of major importance
for modeling turbulent transport in RANS models (Spalding
1971, He et al. 1999, Tominaga & Stathopoulos 2667,
Gualtieri & Bombardelli 2613). Performance assessment of
more complex scalar transport models can he found in
Tominaga & Stathopoulos (2613) and Rossi & Iaccarino
(2689). The early CFD study of Spalding (1971) recommended
the Sc t value of 6.7 for a round turbulent free jet, which
has been later employed in different numerical studies (Li
& Stathopoulos 1997, Wang & McNamara 2666). However,
employed values usually range from &.2 to 1.5 (Tominaga &
Stathopoulos 2867, Gualtierl & Bombardelli 2613, valero &
Bung 2816). Additionally, Koeltzsch (2e88) analyzed classic
experimental studies on boundary layer flows noticing that
turbulent Schmidt number wvalues range from 8.5 to 8.9
although local walue depends on height over the wall. It is
often reported higher walues for numerical modeling than
the experimentally hased ones. 3.3 Meshing and boundary
conditions Multimesh approach has been used in order to
selectively refine the cell size close to the Zone of Flow
Establishment (Z0FE), as shown in Figure 3. Ordered from
coarser to finer, meshes are described in Tables 1 and Z.
Meshes for case ¢ @ = 45 o are similar to case @ @ = 96 o
but with extended x dimension to better capture the
obliguus injector flow. Meshes land 2 cover the complete
domain, as shown in Figure 3. The extension of the mesh 1
is 2.8 m, ensuring self-development of the ambient flow and
thus auto adjustment of turbulent guantities in the flow
approaching the diffuser. Length of mesh 2 is 8.68 m, which
covers the region studied in the physical model. Width of
hoth meshes corresponds to 8.58 m and height to 8.28 m,
which are the width and depth of the chute flow. Meshes 1
and 2, which are linked, cover the 28 cm of flow depth with
finer cells closer to the channel bed. Meshes 4 to 6 are
extended in the wertical direction only to cowver the whole



jet boundaries. Figure 3. Sectional side wiew of meshing
and main boundary conditions for case ¢ & = 98 o

Table 1. Mesh description for case ¢ & = 98 o . Minimum
dimensions [mm] MNumber

Mesh Bx By Bz of cells

#lx 20 20 20 40,608

#2 16 18 2 129,920

#3 5 5 2 432,000

#4 3 3 2 116,400

#5 8.64 1.5 1.5 68,900

#oxk B.64 1 1 1,528

# Buffer mesh, for self-development of ambient flow.

sk Injector mesh, for accurate discretization of inner
injectar

pipe.

Table 2. Mesh description for case ¢ & = 45 o . Minimum
dimensions [mm] MNumber

Mesh Bx By Bz of cells

#lx 20 20 20 40,608

#2 16 18 2 129,920

#3 5 5 2 432,000

#4 3 3 2 228,780

#5 8.64 1.5 1.5 213,728

#owx §.64 1 1 35,020

# Buffer mesh, for self-development of ambient flow.

sk Injector mesh, for accurate discretization of inner
injectar

pipe.



At channel bed and laterals, smooth wall houndary
conditions are considered. For the flow inlet at mesh 1,
a constant velocity is set to the walue of the ambient
water flow (u a in Fig. 3). Downstream the boundary
condition, placed at mesh 2, hudrostatic pressure is
imposed (p a in Fig. 3). For free surface, a symme

try boundary condition is stablished. At mesh 6, mean
injector velocity is specified altogether with a scalar
concentration C = 1.8.

The above described mesh setup is the result of

an iterative process where cells were refined until no
noticeable change occurred in the jets’ trajectories and
houndaries.

4 RESULTS AND DISCUSSION

4.1 General remarks

Shown boundaries in the numerical model corre

spond to C = .81 isosurfaces, which may correspond
roughly to the visual ohservations as described in
Yalero & Bung (2816) for a similar setup.

In Section 4.2 jet trajectories are shown for all three
tested turbulence model (k-g, RNG k-2 and k-w) with

out any turbulent dispersion (D t = 6.6 or Sc t ==}, In
Section 4.3 jet boundaries for different Sc t numbers
are shown for the RNG k-g turbulence model. Figure 4. Case

f 8 = 98 o solution with no turbulent dispersion. Figure 5.
Case @ @ = 45 o solution with no turbulent dispersion. 4.2



Jet trajectories Jet trajectories are dependent on the
proper computation of turbulent viscosity, which depends on
the turbulence model. Solution has shown to he wvery
sensitive to refinement in the Z0FE.Therefore, meshes have
been added and refined covering this entire region until no
significant change in the solution was noticed. Meshes have
bheen located around the jet boundaries and hawve been
extended up to the point were no change was produced over
the jet trajectory. Case ¢ & = 96 o (shown in Fig. 4) has
proved to be more challenging for the turbulence models,
which might be explained by the larger curwvature of the
streamlines resulting from the crossflow effect. It is
shown that all three turbulence models overestimate the
reach of the jet, heing the standard k-s the one differing
more from the physical model. Otherwise, RNG k-g is showing
hetter agreement than the others. For case @ @ = 45 o
(shown in Fig. 5), hoth standard and RNG k-2 turbulence
models yield to similar results. A& larger difference can hbe
observed for

Figure 6. Case ¢ & = 98 o solution for RNG k-g and different
turbulent Schmidt numbers.

k-w, where even not considering turbulent diffusion is
resulting in wider jet boundaries.

4.3 Jet boundaries

As discussed in Section 3.2, relative position of jet
bhoundaries to the centerline trajectory depends upon

the turbulent diffusion, which is controlled by turbu
lent Schmidt number Sc t . In the present study, wvalues
from 8.7 to 1.6 have heen investigated for both hori
zontal jets altogether with RNG k-2 turbulence model.

For sake of clarity, only solutions related to wvalues @.7
and 1.4 are shown. First wvalue represents the original
recommendation of Spalding (1971) and the physically

hased values recommended buYimer et al. (2082); and



1.4 is the best fit obtained by Walero & Bung (2818)

for jets in a crossflow.

For case © @ = 98 o , major differences arise from the
computation of the centerline as discussed in Sec

tion 4.2, which is directly related to the turbulence
model. As shown in Figure 4, differences increase

for the remaining tested turbulence models. However,
width of the jet is wvery similar for both cases in the
far field region. Differences are noticeahle only in the
region with higher curwvature of the jet.

For case © @ = 45 o , where jet trajectory was already
well reproduced by the RNG k-2 turbulence model,
bhoundaries fit better to the experimental results. Since
it is not an appreciahle difference between Sc t = 8.7
and Sc t = 1.4, it is clear that using a value D t B= @
improves results guality, as shown in Tables 3 to 6.

For both cases, despite trajectory differences in case
8 =93 o , results are in good agreement with the physi
cal model. Width of the contaminant spread has shown

a relative absolute maximum error of 16.16% in the

far field (x = .56 m) for Sc t = @.7, 7.68% for S5Cc t =
1.4 and 34.67% for D t = &.6; thus showing impor

tance of accounting for turbulence dispersion in the
RANS modeling of an environmental discharge. More

remarkable differences occur in the near field where



turbulence guantities are larger. Figure 7. Case © @ = 45 o
solution for RMG k-g and different turbulent Schmidt
numbers. Tahle 3. Relative errors [%] of the jet houndary
width at % = @.56 m. Case Sc t = 8.7 5c t = 1.4 Dt = 8.8 ¢
B =98 o -4.63 -6.45 -9.38 @ & = 45 o 18.16 7.98 -34.66
Tabhle 4. Relative errors [¥] of the jet boundary width at x
= @.48m. Case 5c t = @8.7 S5ct=1.4Dt=0.6p6 =198
-6.87 -5.44 -12.46 ¢ 6 = 45 o 3.27 1.96 -39.78 Table 5.
Relative errors [%] of the jet boundary width at x = 6.38
m. Case Sct =@.75ct=1.4D0t=6.8pa =98 1,98
3.99 -18.20 ¢ & = 45 o -4.88 -13.46 -52.25 Tahle 6.
Relative errors [%] of the jet boundary width at x = 6.38
m. Case Sc t = @.7 5ct =140t =6.8pd =98 0 14,85
9.78 -16.55 ¢ @ = 45 o -3.32 -18.42 -68.14 5 CONCLUSIONS In
this study, RANS capabilities for environmental discharges
modeling have been analyzed. Three different

turbulence models have been tested and compared with
physical model results of two horizontal jet bounded

flow cases. It has been shown that RBNG k-2 is able to
hetter reproduce jet trajectories despite some differ

ences while definition of a turbulent Schmidt number
bhecomes necessary in order to account for turbulence
dispersion. Usage of a turbulent Schmidt number

when properly selected - reduces relative errors in the

jet boundary width one order of magnitude, generally
yielding to errors less than 18% for such variable.

It is remarkable that turbulence model selection

induces a major change in owverall result and thus

special care is necessary. Additionally, when using

k-w, which has shown larger unsteadiness, different
turbulent Schmidt numbers might be expected. This

unsteadiness can surpass the effect of the real turbulent

dispersion precluding use of any turbulent Schmidt



value.

Conseguently, use of different turbulent Schmidt

numbers may help assess uncertainty of RANS numer

ical modeling in the design of complex outfall struc
tures. Capabilities of the employed models are wider
than integral model approach with a reasonable com
putational cost (when compared to more cost intensive
technigues, i.e.: LES).
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Modelling methane emissions from vilar reservoir (Portugal)
R.F. Lino, P.A. Diogo, A.C. Rodrigues & P.5. Coelho

MARE, FCT-UWL, Portugal

ABSTRACT: The decomposition of the sediments in the benthic
zone of reservoirs may induce the production

of greenhouse gases which end up being released to the
atmosphere. This study focused on the guantification



of methane emissions to the atmosphere from Yilar reservoir
using the model CE-Qual-WZ2 as methane emis

sions importance is strongly associated with its global
warming potential, 25 times higher than carbon dioxide.

According to Beaulieu et al. (2614), methane emissions from
reservoirs in tempered climates are usually below

S8 mg C.m -2 d -1 and in tropical climates bhetween 58 and
156 mg C.m -2 d -1 . Considering the reliahility and

experience in the use of the CE-Qual-WZ model, it is
considered that although field data limitations are uet a

problem to be tackled, the implementation of this model is
surely a way to 2o towards a better understanding of

the potential contribution from reservoirs to GHG emissions.
1 INTRODUCTION

1.1 Methane emissions in worldwide reservoirs
Hydroelectricity has been highly implanted worldwide
due to its high energy production capacity but although
it is a renewable energy source, the construction of
hydropower dams is far from being a clean solution:
landscape destruction, flooding and altering the natu
ral course of rivers caused by dams, as well as water
guality problems are some of the issues related to dam
construction. Furthermore, the decomposition of the
sediments in the henthic zone of reserwvoirs may induce
the production of greenhouse gases which end up being
released to the atmosphere.

Methane emissions to the atmosphere represent a

relevant contribution to global warming. Being consid



ered as one of the most dangerous greenhouse gases,

methane has a global warming potential twenty-five

times of the CO 2 on a 188 year timescale (Forster et al.,
2087) .

Nowadays reservoirs occupy an area of ahout

5= 18 5 km 2 , which consists in a third of the total
dimension of all natural lakes (Wildi, 2616). One of

the reasons behind the growth of these reserwvoirs lies

in the construction of hydroelectric dams due to its

high energy production capacity resorting to a renew

able energy source. Howewver, uncertainties regarding
greenhouse gas emissions from reservoirs raise gues

tions about its contribution to global warming (Gunkel,
2689) .

Methane emissions in reservoirs are highly depen

dent on the trophic lewel of the waterbody. The degra
dation of the organic matter present in the bottom of

the reservoir under anaerohic conditions is the core of
methane production (Adams, 2865). Residence time is also an
important factor in methane production, since it influences
the dissolved oxygen concentration - the longer the
residence time, the less dissolved oxygen in the system
(Fearnside, 2665). The water retained by dams flood wast
areas covered in vegetal species, drowning them, losing
their CO 2 assimilation capacity and accumulating their
organic matter in the bottom of the new reserwvoir. This
initial organic matter adds up with the sediments
transported by the rivers, accumulating large amounts of
organic matter that, once start degrading, end up releasing
methane under anaerchic conditions and carbon dioxide in

aerobic condition. Once the water gets saturated, bubbles
are created to transport the gases directly to the



atmosphere. Also, the organic carbon present in the flooded
so0ils depends on its type, for example, peatlands create
bhigger carbon reserves, granting them a higher emission
potential than other tupes of soli (Louis et al., 2e68).
However, Huttunen et al. (2662) compared two reservoirs
over two different soil tupes and concluded that there was
no direct correlation between the methane emissions from
the reservoirs and the tuype of soil, giving bigger emphasis
to the ecosystem productivity. The concentration of
dissolved methane in reservoirs also depends on its
stratification, meaning that the same waterbody can reach
high concentrations during hotter seasons and have
practically zero methane during coldersdry seasons (Abril
et al., 2665). Yang et al. (2614) studied the emissions in
several reservoirs worldwide and noted that reservoirs in
tropical climates have the higher emissions than the ones
in temperate climates (Table 1). According to Beaulieu et
al. (2814), methane emissions from reservoirs in tempered
climates are usually below 58 mg C.m -2 d -1 and in
tropical climates between 58 and 156 mg C.m -2 d -1 ,
confirming the

Table 1. CH 4 emissions from tropical and temperate
reservoirs. Emissions
Climate Country Reserwvoir mg C.m -2 d -1

Tropical French Guiana Petit Saut 11,2-866 Panama Gatun
Lake 526,3 Brazil Miranda 164,5

Temperate Laos Wam Theun 2 48 Canada Laforge 8.14 Poland
Wilcza HWola 32-451 Finland Porttipahta 3.5 Switzerland Lake
Hohlen 15

Figure 1. ¥ilar reservoir’s drainage basin.

Table 2. Vilar reservoir characteristics.

Max pool lewvel (m) 555

Mormal pool level (m) 552

Min pool level (m) 525

Total storage thm 3 ) 99,75

Perimeter (km) 148,2

Length (km) 1é,4



Surface area - NPL (km 2 ) 6,7

Crest length (m) 248

premise of the climate being an important factor
regarding methane emissions from reservoirs.

1.2 Study site

VYilar reservoir is a reservoir that resulted from the con
struction of a hydroelectric dam near the willage of
Wilar, in the north of Portugal. The reserwvoir is located
in the Tavora river, which is an affluent of Douro river
and its drainage basin (Figure 1) covers a land exten
sion of 366 km 2 in which most of the soil is either

agricultural or agroforestry. The geographic location of
the reservoir in the northern interior of Portugal is
assoclated with temperate climates, having an annual
average temperature of 11,1 o C, wvarying hetween -2,3 o C
and 25,6 o C. The annual mean rainfall depth of 1838 mm
varies between 486 mm and 2566 mm and there’s an average of
258 rainy days per year. It is considered a high nebulosity
zone due to the average 271 cloudy days per year and the
wind is generally weak, predominating northwest winds. 2
METHODS AMD DATA 2.1 HWater guality model Hydrodynamic and
water guality simulations were carried out using CE-QUAL-WZ2
model, version 4.6 alpha. This model is a widely used two
dimensional, laterally averaged hydrodynamic and water
guality model developed at the U.S.Army Corps of Engineers,
considered best suited for relatively long and narrow water
bhodies exhibiting longitudinal and wertical gradients (Cole
& HWells, 2615). Model structure allows multiple reserwvoir
branches and multiple different structures for withdrawals
and outlets, making possible the implementation to the
studied reservoir. Water guality formulations in CEQUAL-WZ2
allow modelling different water guality parameters like
temperature, nutrients, dissolved oxygen, organic matter
and sediment relationships. In terms of hydrodunamic
processes and calculations, this model can formulate water
surface elevations, storage volumes, wertical and
horizontal velocities and temperature. Model implementation
reguires input data regarding inflows and outflows, water



guality and meteorology. The implementation of CE-QUAL-WZ
is based on a mathematical bathumetric representation
composed of layers (vertical axes) and segments
(longitudinal axes). For ¥ilar reservoir were assumed three
branches composed of 586 m long segments and one meter high
layers. Segment width was defined according to the
avallable topography. The result was a ¢rid with 51 layers
and 31 segments, with the main branch having 26 segments,
the second having 6 and the third having 4 segments. 2.2
Meteorological data The model CE-QUAL-KWZ requires the input
of meteorological data regarding air temperatures, due
point, cloud cover and wind speed and direction. All these
parameters were provided as monthly averages calculated
from the data from SNIRH (http://snirh.apambiente.pts,
1/7/2615) . All the collected data consisted in daily
measured parameters from the meteorological station of
Jungueira (located 56 km northeast from the reserwvoir),
which was the closest station with enough data to cover all
the reguired parameters.

Figure 2. Inflow and outflow to thevilar-Tabuaco reservoir.
2.3 Flow data

The hydrological regime of the reservoir was char
acterized based on daily inflows, outflows, water
levels and stored wolumes. All these parameters

were obtained from the hydrometric station of vwilar
Tabuaco and water evaporation volumes were assumed
included in the water balance. Inflows and out

flows are presented in Figure 2, showing ewvidence of
hydropower dam type operation.

2.4 Hater guality data

Inflow water guality data is not available for the
upstream inflows to the simulated reserwvoir. As alter
native, water guality data from a downstream monitor

ing station was used to characterize reservoir inflows



{Moinho da Ponte MNowa).

Inflow water guality was characterized on the basis

of monthly average data for temperature, dissolved
oxygen, total dissolved solids, inorganic suspended
solids, PO4 , S04 , NH 4 , NO 3 + NO 2 , CBOD, Organic
matter, total inorganic carbon, alkalinity.

2.5 Simulation scenario

The simulation scenario corresponds to the actual
calibration period of the model because the original
ohjective is the guantification of the methane emis
sions of the reservoir and not variations under different
scenarios. Choosing the scenario was a process based

on the identification of huydrological dry, wet and
average years.

Data regarding precipitation was gathered from the
weather station of Leomil and results indicated there
were no wet years matching the period of available

flow data, thus only dry or average hydrological years
could be analyzed.

Eventually the years 2082/2003 (dru) and 2603/2004
(average) were chosen, heing the most recent years
meeting all modelling data reguirements. Simulations
were than performed in continuous time. 2.6 Sediment
diagenesis model Water guality model CE-QUAL-KWZ is capable
of simulating some simple processes inherent to the
sediment lauyers of waterbodies but not in a way that

provides results for methane emissions hy itself. In the
latest release of CE-QUAL-WZ version 4.8, the water guality



model was complemented with an add-on focused only in the
physicochemical processes that occur in the sediments and
its interactions with the waterbody and atmosphere. This
sediment-focused addition was developed for the Cumulative
Environmental Management Association, specifically for
predicting sediment and water guality in oil sands pit
lakes but was later added as an extension of CE-QUAL-HZ
(Berger & HWells, 2614). The hasis for the mathematical
formulation of each component of sediment diagenesis was a
modelling framework developed by Di Toro & Fitzpatrick
(1993) and Di Toro (2861), which calculated sediments
oxygen demand and phosphorus and nitrogen release as
functions of the downward flux of carbon, nitrogen and
phosphorus from the water column (Zhang et al., 2815). Data
input reguired by the sediment diagenesis model was scarce,
since it reguires very detailed information about the
sediment bed that isn’t regularly measured and readily
avallable in Portuguese databases. Therefore, most of the
parameters use the model’s standard values instead of field
measured values. 3 RESULTS 3.1 HModel calibration
Hydrodynamic and water guality calibration was a process
reguired to verify that the model is in fact reproducing
the processes taking place in the reserwvoir and showing
that these are an acceptable representation of reality. In
this process, model results were compared to field data
from SNIRH's database, making the necessary adjustments to
the model parameters so that the obtained results match the
field data gathered. Simulations were performed from
1/18/2082 (Julian day 274) to 3171272664 (Julian day 1696).
First thing to wverify is the comparison hetween water lewvel
and stored volume in the reservoir, granting that for the
same stored volume, hoth the reservoir and respective
bhathumetric representation are in conformity. These results
show that the bathymetric representation of the reservoir
is well adjusted to its real counterpart and assures the
possibility of a viable water level calibration (Figure 3).
HWater level results indicate a correct representation of
the hydraulic regime of the reservoir, showing similar
water level walues in the entire simulation time. Hater
guality calibration was focused on temperature, dissolved
oxygen, suspended solids, dissolved solids, phosphate,
nitrite and nitrite, ammonium and alkalinity.
Stratification was evident during summer

Figure 3. HWater lewvel calibration result.
Figure 4. HWater temperature calibration result (model

results represented as a line and field data as points).



months, with temperature results showing a relatively
steep curve with temperatures ranging between 5 o C

and 25 o C in the water column (Figure 5.

Stratification is an important factor to dewvelop

anoxic conditions for methane production and dis

solved oxugen results show a general oxygen depletion

in lower depths, with zero oxygen concentration in the
lower lauers during summer months (Figure 6).

The remaining water guality parameters were

adjusted to show results with values similar to the field
data, providing a 2ood representation of the suystem in
general and confirming that the model is reacting as it
should. Chlorophyll-a is an important part of methane
production since it is a source of organic matter to be
decomposed in the waterbody so it has to he calibrated
with particular care (Figure 6).

3.2 Sediment diagenesis model

The sediment diagenesis model complements CE

QUAL-WZ with detailed calculations regarding Figure 5.
Dissolved oxygen calibration result (model results
represented as a line and field data as points). Figure 6.
Chlorophyll-a calibration results (model results
represented as a line and field data as points) sediment
layers in waterbodies, requiring very detailed data that is
yet unavailable because due to the lack of monitorization
of sediments in Portuguese waterbodies. To owvercome these
problems, most of the walues used were the standard
parameters from the example documentation of the model.
This approach gave results to zero emissions and
non-existence of dissolved methane in the waterbody,

although there were fawvorable conditions for its
production. Various attempts were made to hoost methane



production by raising sediment BOD walues, changing
mineralization rates and decay rates for methane but all
were fruitless since the final results showed only a small
amount of dissolved methane that rapidly decays and
disappears (Figure 7).

Figure 7. Dissolved methane concentration in the sediment
layer.

Although it wasn’t possible to obtain results, this is
still an ongoing project of understanding and imple
menting a model that is still being developed and
doesn’t represent its final version, meaning that in the
future different results may appear.

4 CONCLUSIONS

Methane formation in reservoirs happen in anaero

bic conditions, through the degradation of the organic
matter accumulated in the benthic zone. Howewver, not

all the methane produced is sent to the atmosphere,
bhecause a part of it decays and becomes inorganic
carbon. The remaining methane, the dissolved part,

is released by diffusion in the air-water interface

and, when the saturation concentration in the water

is exceeded, bubbles star to form, which will send

this exceed to the atmosphere. Conseguently, a part

of total methane produced is released to the atmo

sphere and the rest stays in the waterbody integrating

its biochemical processes.

emissions depend on the climate of the reservoir.



In tropical climates, methane emissions are usually
between 58 and 156 mg C.m -2 d -1 , howewver tem

pered climates have lower wvalues, usually below

S mg C.m -2 d -1 . Although Portugal doesn’t have a
tropical climate, emissions from Portuguese reservoirs
shouldn’t be ignored. Yilar reservoir, characterized by
least positive water qguality indicators, is a walid target
for the implementation of a model that integrates the
henefits of water guality modelling to the simulation
of greenhouse gas emissions.

Wilar holds the necessary conditions to form

methane due to the water stratification process asso
ciated with periods of anoxic conditions in the
hypolimnion. The model allowed to adeguately repro

duce the hydrodynamic behavior of the entire water

body as well as the principal water guality parameters
such as temperature, dissolved oxugen, suspended

and dissolved solids, total phosphorus, nitrogen and
chlorophyll-a. Along the simulated period, the model
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The impact of stormwater overflows on stream water guality
T. Julinek & J. R"1ha

Institute of Water Structures, Brno University of
Technology, Czech Republic

ABSTRACT: Water guality in streams passing through
urbanized areas is often harmed by discharges from

point sources of pollution. One of the significant
pollution sources is stormwater overflows on the sewer net

work. Especially during periods with low discharge in
rivers, the water released from overflows can cause high

concentration of pollution to be flushed out from the sewer
network. Numerical models are freguently used



to guantify the effect of such stream pollution. In this
paper, the results of computer modelling of the impact

of sewer network overflows on the stream water guality in
the city of Brno are shown. The considered river

network consists of the Svratka and Svitava Rivers, which
are the main receivers in Brno, and also of two small

local streams, the Leskawa and Ponavka Rivers. The design
rainfall event and the design scenarios, such as the

location and parameters of storm retention tanks and
stormwater overflows, were set up by the designer of the

sewer network reconstruction project. The assessment of the
impact of the pollution released from overflows on

stream water guality was carried out for the present state
of the sewer network and for the proposed measures

to be applied to it. These proposed measures consisted
mainly of structural modifications to the owverflows and

a proposal for new stormwater tanks. The numerical
modelling of stream water guality was carried out using

MIKE11l computer code.

1 INTRODUCTIOM

In the past, municipalities were traditionally provided
with combined sewer systems. Over the decades,

newly built urban areas have been appended to the
existing sewer mains, causing their freguent owverload
ing. various technical and environmental measures
have been adopted in order to provide sustainable
stormwater management (Malmgwist 26@@), (Thorn

dahl et al. 2015). One of the technical measures for
improving the insufficient capacity of combined sew

ers is to construct combined sewer overflows and



stormuater retention tanks.

In the European context, the European Water

Framework Directive (26@6) formulates objectives
concerning stream water guality. In the Czech Repub

lic, the immission and emission standards for the

release of both municipal and industrial effluents to

the surface streams are specified in Decree 23 (2618)

and Decree 416 (2816). They are expressed in terms

of maximum permissible concentration limits for indi
vidual water guality indicators such as BOD, COD,
nitrogen compounds, etc. In practice, most perma

nent effluents discharges are subject to periodic water
guality checks carried out by authorized bodies.

However, such limit wvalues are not prescribed for
isolated release of effluent from stormwater overflows,
which is in part due to difficulty of measuring released
waste water during heavy rainfall (Harmel et al. 2@18).
For such effluents discharges, permissible limits have to
bhe specified individually based on the character and
guantity of the released wastewater, on the water flow and
guality in the receiving stream and its environmental
value, and also on the results of a cost-henefit analusis
which indicates the effectiveness of the measures proposed.
During the last decades, numerous studies hawve dealt with
bhoth municipal and industrial effluents to the surface
waters, including (Ogedenghe 1984), (Parent-Raoult &
Boisson 2087), (Berndtsson 2813) and others. Special
attention has been paid to water guality monitoring,
measurement and contamination tracking (Harmel et al.
2a16), (Lee et al. 2611), (Miskewitz & Uchrin 2613). Here

various pollution indicators and polluting agents have been
studied, such as dissolved oxugen, BOD, COD, sediment



oxygen demand, nitrogen and phosphorus compounds,
temperature, fecal contamination, and many others. The
appropriate tool for the assessment of the impacts of sewer
overflow effluent discharges into surface streams is
modelling wia warious technigues (Veliskova & Kohutiar
1992a), (Tetzlaff 2667), (Even et al. 2667), (Morales et
al. 2615). In practice, both single models of sewer and
open channel networks and coupled models including both
systems are used (Arheimer & Olsson 2661). The experience
of the authors of this paper is that better understanding
of simulated processes is provided by modelling two
separate sustems, namely a sewer and an open channel
system. The reason of using separate models was also easier
and faster calibration of

bhoth models and more transparent data handling. Also

two separate teams focused on the sewer networks

and open channel hydrodynamics were solwing the

problems individually with higher efficiency.

Even if the applied numerical solution represents a
classic approach, the contribution of the paper lies in
providing information about water guality issues and
standards used in the Czech Republic and in the defi
nition and determination of input data, namely guan
tification of the effluents from storm water overflows.
It is shown that resulting maximum concentrations of
individual pollution components in the stream in case

of small open channels considerably exceed the immis

sion standards, locally more than 38 times during
relatively short time. The arrangements on Sewer sus

tem may improve the stream water guality in terms of

maximum concentration more than 2 times especially

during extreme storm events.



2 THE STUDIED OPEM CHANWMEL SYSTEM

HWithin the comprehensive reconstruction of the sewer
network in the city of Brno, the improvement of exist
ing stormwater separators (overflows) and also the
design of new ones are planned. The rehahilitation

of sewerage also involves the design of stormwater
retention tanks, which lower the peak discharges in the
sewers and so decrease the released amount of polluted
water to receiving rivers wvia stormwater separators.
The purpose of the presented study was to assess

the changes over time in the concentration of six wa
ter guality indicators, namely biological (BOD) and
chemical (COD)Y oxygen demand, Ammonia nitrogen
(N-MH4), total Nitrogen (Mt), total Phosphorus (Pt),
and suspended solids (S5) in the principal rivers in
the area of the city of Brno. These rivers are the
Svratka and Svitava rivers and the Leskawva and Pon
avka streams, along which principal sewer mains are
located and equipped with combined sewer owver-flows
(Fig. 1). The results of the study describe the devel
opment of maximum concentrations of the ahbove
mentioned polluting agents along the streams and also
the total average annual mass load released into surface
streams.

3 HMETHODS



The complex project comprised two parts, namely a

study of the sewer system and a study of the river
network. Within both parts, huydraulics and water gual
ity were assessed for wvarious hydrologic scenarios and
also for proposed wvariants of facilities huilt to serve
the sewer network (stormwater retention tanks, storm
overflows). The project was realized in co-operation
with Aguatis a.s. (JSC) consulting engineers, who

were responsible for the solution of sewer network
issues.They provided input walues for the stream water
guality model in the form of different wariants of reme

dial measures, water discharges from separators during
Figure 1. Map of the area of interest with stormwater
overflows. the design storm event, and also the water
guality of sewage water released into the streams. The
study of water guality in open channels consisted of: -
hasic data assembly and analusis, - the design and set-up
of a numerical model, numerical tests and the solution of
selected variants, - ewvaluation of the ohtained results,
discussion. 3.1 Data assembly and analysis The following
data were collected for the stream water guality analusis
and processed into an appropriate form for use in the
numerical model: - river network topology (reach lengths,
confluence locations, etc.), - the geometry of streams
(cross sections) including data about structures (weirs,
bed drops, bridges, water intakes, outflows and transfers,
etc.), - hydrologic data (catchment area, precipitation,
rainfall-runoff, landuse, annual and m-day discharges,
measured concentrations of individual compounds), -
location of pollution sources, stormwater overflows,
outlets from industrial facilities and a waste water
treatment plant, - data regarding time series of
waste-water discharges from individual separators, and the
water guality of the released waste water. The data for the
catchment, topology and geometry of open channels were
obtained from archival sources

Table 1. Retention tank variants, volume in [m 3 ].



Sewer River Bank W1 V2 V3 V4

A Swratka R 2068 S060 5008 S800

A Swratka R 2568 5566 5568 5500

B Swratka L Seoe 7060 8008 5500

D Svitava R 10088 20008 36008 26008

E Switava L 2568 S080 4008 S600

E Svitava L 2068 S060 2008 S600

E Svitava L 508 500

E Svitava L 1e08 1686

E Svitava L 508 500

Comment: B - right hank, L - left bank, ¥ - wariant
Table 2. Summary of remedial measures at overflows,
variant va.

Sewer River existing new modified removed

A Svratka 11 3 3 8

B Svratka 12 2 @ @

C Fonavka @ 1 @ &

D Svitava 12 2 3 1

E Svitava 15 4 7 5

owned by the Morava River Board Administration,
while hydrological data were provided by the Czech
Hydrometeorological Institute.

The data for the proposed wvariants (i.e. the location,
arrangement and hydraulic parameters of retention

tanks and stormwater overflows) were provided by



Aguatis a.s. (JSC) consulting engineers, who carried
out numerical simulations of the rainfall-run-off pro
cess and the hydrodynamics of the sewer network

for each variant. The output of numerical modelling
includes {among other things) the amount of wastew
ater (discharge) released to the streams for each
variant.The variants of the proposed stormwater reten
tion tanks with corresponding volumes are shown in
Table 1. The analysis included a comparison with wvari
ant v¥8 - the present state of the sewer (not mentioned
in Table 1}.

Cost-benefit analysis showed that variant v2 had

the best efficiency, and therefore the following sum
mary of remedial activities on stormwater owverflows

is related to this wvariant.

There are 56 existing stormwater overflows in the

Brno sewer system.The proposal was to add another 12
overflows along the main sewer collectors (named A,

B, C, D, E} in order to modify 13 existing overflows for
the purpose of improving their hydraulic function, and
also to remove 14 existing unsatisfactory overflows.
The summary of overflows for the resulting wariant

Y2 is shown in Table 2.

The concentration of individual components of

released sewage water had to be derived from the



ohserved data taken from the sewer network during

extreme rainfall. However the regular water guality Table
3. Concentrations [mg/l] of released sewage water from
strorm water overflows located along individual rivers.
Present state Improved Swvratka Svitava Swratka Svitava BOD
5 117 92.7 95751 6243 COD 588 288 256/111 1927134 W-NH 4
16.6 17.1 5.1/72.2 18.8/7.6 Nt 26.4 31.6 19.6/19.4 26714 Pt
4.3 3.1 4.8/2.2 2.271.5 55 921 435 685,381 296/283 Note:
Yalues behind the slash stands for the overflows with
retention tank. Table 4. Concentrations [mg/l] in surface
streams during “no pollution” period. BOD S COD MN-MH 4 N t
PcS8S 422 B.35.5 6.4 18 monitoring at sewer systems is
still not a standard in the Czech Republic. Therefore three
sampling “campaigns” were organized by the South-HMoravian
HWater Supply Administration to gather realistic pollution
data from the sewers during storm events in warious parts
of the city of Brno. The campaigns showed quite
unpredictable results with no tupical trend or behaviour.
In several cases, probably due to sudden scour or flush out
of pollution from sewerage network the concentrations
increased about than 18 times instantaneously with the
duration of few minutes. Moreover, the change in
concentration occurred for different indicators in
different moments not corresponding to changes in
discharge. The data obtained were therefore compared with
generally used wastewater data published in the literature
and experienced in other localities. Finally, a constant
concentration (over time) of released sewage water was
agreed by the aAdministration’s steering committee (Table
3). The discharges in streams during “no pollution” periods
when the storm overflows were not in operation were derived
from hydrological data for two scenarios, namely annual
average discharge and 279day discharge. Based on the
long-term water guality sampling the concentration in
streams was considered as same for both discharge
scenarios. The relewvant values are shown in Tables 4 and &.
All of the gathered spatial information and data were
processed using the ARC WIEW geographic information suystem
(GIS). The GIS was linked to the numerical model and also
enabled final integrated data analysis and processing. 3.2
Numerical modelling A numerical model was applied to
evaluate the present state of water guality in the streams
and to assess the

Table 5. Discharges [m 3 /s] in surface streams during “no

pollution™ period.



River Reach (Fig. 1) O a Q@ 278

Svratka upstream of the Ponavka 7.16 2.95

FPonavka ©.49 9.20

Svratka between the Ponavka and Leskava 7.56 3.15
Svratka between the Leskava and Svitava 7.63 3.18
Svratka between the Svitava and HWTP 12.18 5.38
Svratka downstream of WHTP 13.16 5.71

Svitava km 11.8 to km 6.47 4.87 2.32

Svitava km 6.47 to the Svratka 4.47 2.12

Leskava ©.97 9.03

HWHTP - wastewater treatment plant

effects of proposed stream water pollution improve
ment scenarios wia structures on the principal sewer
mains. A numerical model of stream water qual

ity consisted of hydrodynamic and pollution trans
port modules. The effect of transversal mixing could
bhe neglected as the sewer separators are in most
cases located on both banks of the streams, and

also due to the relatively small width of the streams
iveliskova & Kohutiar 1992h). A one-dimensional
convection-dispersion model was applied in order to
obtain a solution:

with concentration c, mean stream velocity u, coef
ficient of longitudinal dispersion D L , constitutive

changes f and pollution sources R. All wvariables are



a function of time (t) and river stationing (x).

Mean stream velocity u was determined by the 1D

transient hydraulic model (@ module within MIKE11
software).

Dispersion coefficient D L was expressed as a prod

uct of stream velocity u and constant o (sometimes

called dispersivity):

The dispersivity for individual river reaches was taken
from the results of previous extensive research carried
out in the area of interest (R*iha et al. 2861).The disper
sivity values used in modelling are shown in Table 5.
These wvalues correspond to hydroduynamic dispersion
DL=58m2/s.

Pollution sources R were specified as known mass

flow during the release of sewage water from the
stormwater overflows. It was calculated as the prod

uct of constant concentration (Table 3) and time
dependent discharge released from the sewer sys

tem via stormwater overflows (Fig. 2) determined

by the hudraulic model of the sewer network set up

with the use of MOUSE software bufAguatis a.s. (JSC).

As the entire event at the related streams was relatively
short (a few hours only) the system was considered to

bhe conservative with no constitutive changes (f = @), Table
6. Dispersivity [m] used for individual river reaches.

Svratka * Svratka #¥ Svitava Leskava 11.5 16 8 6 Note:
Swratka * - is the Svratka River upstream of the Svitava



River, Svratka xx - is the Svratka River downstream of the
Jjunction with the Svitawa River. Figure 2. The hudrographs
at the stormwater overflows. At the hydrodynamic module the
initial condition and also upper boundary conditions
expressed two scenarios represented by the average annual
discharges according the Table 5. The upper houndary
conditions were introduced in the stream profiles upstream
of the city of Brno which were not influenced by sewer
overflows. The downstream boundary condition was set up as
the rating curve at the downstream profile of the Svratka
River at Zidlochovice located far enough from the
downstream profile of interest. For the water guality model
the upstream boundary conditions were specified as knouwn
concentrations in the river profiles beyond the city of
Brno. The walues from Table 4 were used. The downstream
houndary condition (3) was set as a zero concentration
gradient for the downstream profile at Zidlochovice
mentioned above: The initial condition was represented by a
constant concentration in the streams during the “no
pollution™ period as shown in Table 4. 3.3 Results of
simulations The main objective of the study was to assess
the effect of measures applied to the sewer system on the
water guality in streams in the urban area of the city of
Brno.Two scenarios were resolved, namely the present state
and a proposed set of improvements involwing the
reconstruction of overflows and rainfall storage tanks,
increasing the capacity of sewer mains, and the
comprehensive intensification of the local wastewater
treatment plant.

Table 7. Maximum calculated concentrations of pollutants

in [mgs1l] and multiple of immission limits (IL) - present
state

at discharge 0 a .

Maximum concentration in [mgs/l]l/multiple of immission
limit

Indic. Svratka ® Svratka #x Svitava Leskawva IL

BOD 5 11619 65/11 B62/18 4.6/8.7 6

COD 293/8.4 193/5.5 195/5.6 22.6/8.6 35

M-MH 4 6.6/12.8 5.6/11.1 11.1/22.3 8.3/9.6 8.5

Mt 26/3.2 16/2.8 22/2.8 5.5/0.7 &



Ft4.8/31.9 2.5716.4 2.1/714.1 8.472.7 8.15
35 BBZ/27 351/16.4 261/14.1 1659.4 25

MNote: Swvratka ® at km 44.11, Svratka = at km 46.19, the
River

Svitava at km 11.2 and the Leskawva River at km 1.15. IL -
immission limit.
Table 8. Maximum calculated concentrations of pollutants

in [mgs/1] and multiples of the immission limit - after
proposed

improvements at discharge @ a .

Maximum concentration [mgsll/multiples of immission
limit (IL)

Indic. Svratka ® Svratka #x Svitava Leskawva IL

BOD 64.7/16.8 35.3/5.9 36.3/5.1 98/15 6

Ccob 177.5/5.1 185.53/3.9 958/2.8 242/6.9 35

M-MH 4 3.5/7.@ 3.6/6.1 5.1/16.2 4.8/9.6 8.5

N1t 14.5/1.9 19.6/1.3 11.1/1.4 18.7/2.3 8

Pt 2.85718.5 1.5/9.8 1.1/7.5 3.8/25.2 6.15

55 485/16.2 191.6/7.6 137/5.5 567/22.7 25

Mote: % , xx see Table 7.

The results of modelling showed that:

- at present, the stream water guality during extreme
rainfall events in the Brno area exceeds the limits
prescribed by immission water guality standards by
more than 16 times (in some cases, e.g. the Svitava

river and M-NH4, the limits were exceeded hy more



than 26 times),

- the improvements mentioned

above will consider

ably decrease the amount of pollution released. At

the most critical reaches along the Svratka and Svi

tava rivers the concentration of pollutants will be

reduced by approx. 56%. However, stream water

guality standards (immission
during extreme events,

- in the case of a simulated

limits) will still be met

extreme event the water

guality standards in the analyzed rivers will he

violated for a period of more than two hours by

approximately 3 times greater concentrations than

those accepted by the Decree

23 (2e1a). Smaller

water courses will suffer extreme exceedance of

the accepted value (hy 26 times), but for a shorter

period.

The results of the calculation are summarized in

Tables 7 and & for the discharge @ a , in Tables 9 and

16 for the discharge 0 278 .

The maximum calculated Tabhle

9. Maximum calculated concentrations of pollutants in
[mgs1] and multiple of immission limits (IL) - present

state at discharge 0 279 .

Maximum concentration in [mgsll]

S multiple of immission limit Indic. Swratka * Svratka =x

Svitava Leskawva IL BOD S5 134
4.8/6.7 6 COD 368.3/18.5 217
M-MNH 4 7.6/15.2 6.63/13.3 12
28.9/3.6 17.8/2.1 24.6/3.1 §
2.4/15.8 8.5/3.3 8.15 S5 755
18.6/8.4 25 Note: % . %% see
calculated concentrations of

8/22.3 71.6/11.9 78.3711.7
.4/6.2 221.9/6.3 22.8/8.6 35
L78/25.6 8.38/0.6 8.5 N £
.9/8.7 8 P 1 5.5/306.7 2.6/17.2
.3/38.2 376.5-15.1 322.1/12.9

Tabhle 7. Tahle 16. Maximum
pollutants in [mgs/l] and

multiples of the immission limit - after proposed



improvements at discharge 0 278 . Maximum concentration
[mgs1] # multiples of immission limit (IL) Indic. Swratka =
Svratka ¥ Svitava Leskava IL BOD 77.8/13.6 41.6/6.8
34.2/5.7 92.5/15.4 6 COD 219.8/6.8 126.6/3.4 118.8/3.2
248.6/7.1 35 N-NH 4 4.16/8.3 3.17/6.3 5.78511.6 4.95/9.9
8.5 Nt 18.8/2.4 18.771.3 1371.6 19.1/2.4 8 P t 3.29/21.9
1.65/11.8 1.13/7.5 3.78/25.2 @.15 55 489.8/19.6 222.5/8.9
155.9/6.2 586.4/23.5 25 Note: % . *x see Tahle 7.
concentrations of pollutants observed along the individual
river reaches are mentioned and compared with immission
limits prescribed by Decree 23 (2616). As an example, a
comparison of the modelling results in terms of BOD
concentrations in the Svratka and Svitava Rivers for the
discharge O a is shown in Figures 3 and 4. The stream
Jjunctions and stormwater overflow locations are shown in
Figure 1. 4 CONCLUSIONS The study assessed the effect on
the sewer system of proposed measures which aim to decrease
the concentration of pollution released into receiving
rivers. The results obtained from the model enabled a
comparison of the present state with wariant ¥2 of the
proposed set of improvements. The accuracy and reliability
of model solutions greatly depends on the accuracy and
credibility of input data. Here it must he noted that only
limited data on the water guality in the sewer system and
also in the investigated rivers during storm events were
avallable for reliable model calibration. The model
solution results show that the measures proposed for the
sewer system (retention tanks, overflows, etc.) will reduce
the peak concentrations of

Figure 3. Comparison of the present (v8) and proposed (Y2)
state for the Svratka River - max<imum BOD concentration

envelope at the discharge @ a .

Figure 4. Comparison of the present (v8) and proposed (Y2)
state for the Svitava River - maximum BOD concentration

envelope at the discharge @ a .

individual monitored indicators of water quality by

45 to 98% of those recorded for the present state.

The increase in concentration of water guality indi
cators will occur at the upper part of the Swvratka River
(stationing 45.5-56.8, see Fig. 3) and the Leskava River,

where the new overflows are proposed. The maximum
concentrations shown in Tables 7 and 8 and in Figures 3 and



4 represent concentration

envelopes during storm events when wastewater dis
charges from the overflows. The occurrence time of

the concentration peaks waries from 16 minutes in the
upper river reaches up to several hours at the reaches
close to the junction of the Svitava and Svratka rivers.
Thus the immission standards in the streams are not
fulfilled during the extreme storm events. Emission
standards are practically impossible to he monitored

at the storm water overflows. The limits and thresh
olds given by Decree 416 (2616) were significantly
exceeded. However, Decree 416 cannot be directly
applied for spills from overflows and water guality in
rivers during rainfall as the Decree was originally only
intended for permanent pollution discharge. Limits

must be set on the hasis of the ecological condition of
each individual watercourse and the agreement of spe
cialists (sewer system managers, ichthyologists, water
guality engineers, and others).

The numerical modelling of the effects of different
proposed measures is a good design optimization tool.
In general two criteria can be applied. These are the
resulting maximum instant concentration of pollution

in surface water in mgsl, and the overall mass of pollu

tion in tsyear, or during storm events. These data, when



linked to the investment cost of the considered mea
sures, can provide hasic information for the decision
making process.
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ABSTRACT: Feriana-Skhirat is a deep groundwater aguifer,
located in Central Tunisia. Groundwater exploited

for Miocene aguifer is the main water resource for the
region. The system is composed of unconfined Miocene

sandstone with a thickness about 266 m. The aguifer lies
deep under a thick layer of marl and clay of Upper

Miocene exceeding the thickness of 486 m. Sampling surveys
were undertaken in January-February 2614 from 13

wells and concentration of different physico-chemical
parameters (TDS, Na + , Ca 2+ , Mg 2+ , HCO - 3, S0 2- 4 ,
clL -,

pH and temperature) were considered to determine the aorigin
of mineralization and the suitability of groundwater

for irrigation and drinking consumption. The hydrochemical
data interpretation reveals that the mineralization

is mainly regulated by watersrock interaction through
mineral dissolution and ions exchange processes. The

water facies gradually changes from 50 2- 4 -Ca 2+ -Mg 2+
to S0 2 4 -Na + facies. All the major ions fall in the

permissible range of the WHO (2668). On the hasis of the
HWater Quality Index WQOI, Feriana-Skhirat aguifer

has been classified as “Excellent Hater”. Sustainability of
groundwater for irrigation based on the Wilcox and

Richard diagrams, indicating that groundwater serves good
irrigation guality. Groundwater samples fall within the

(C3-51) field, indicating good irrigation guality. In the
C4-52 field, two samples were found; indicating wvery

high salinity and medium alkalinity hazard. HWater with such
characteristic may he used for plants tolerating high

salinity.
1 INTRODCUTION

Groundwater is an important source of water supply



throughout the world. In Central Tunisia, groundwater

is the primary water source for drinking, agriculture

and industrial purposes. The combination of popula

tion growth, economic and agriculture dewvelopment

leads to the overexploitation of the water resources

and to the deterioration of its guality.

Localized in the government of Kasserine in Central
Tunisia, Feriana-Skhirat is among the most impor

tant groundwater in the region. Characterized by an

arid climate, Feriana-Skhirat represents the primary
source of water for several uses and provides the main
groundwater potential for water supply in the study

area.

Because of the intensive agriculture activities

throughout the region, the groundwater demand is

currently being increased. This fact leads to the over
pumping and by the way to overexploitation and
deterioration of water guality in these arid regions during
the last decades (Hamzaoui-Azaza et al, 2611). Therefore,
water guality issues need to be given greater attention in
arid and semi arid regions. In order to avoid such
problems, understanding the groundwater geochemistry,
origin and evolution is of high importance. Plenty of
scientists in the last decades focus their studies on
understanding and investigating the water geochemistry and
the hydrochemical processes of groundwater (Hamzaoul Azaza
et al., 2612; Ameur et al., 2615, Li et al., 2612; 2613; Hu
et al., 2614; Kumar et al., 2664, 2667, 2615; Hassen et
al., 2816). To he a part of such studies, this paper deals
with the study of the main geochemical processes
controlling Feriana-Skhirat groundwater mineralization and

water guality for promoting agriculture sustainability and
drinking consumption. To attempt these purposes, several



methods were used, such as conventional classification
technigues, correlation parameters and geochemical
modelling. To evaluate groundwater

Figure 1. Study area

sustainability for drinking purposes in Feriana-Skhirat
aguifer, the HWater Quality Index (WAI) was calculated
and a comparison with the WHO (2668) standards was
established. Besides, the groundwater irrigation was
assessed using numerous diagrams such as Wilcox and
Richards’'s diagrams. Such diagrams lead to delineate
regions where groundwater is suitable or unsuitable
for irrigation purpose.

2 STUDY AREA

Located in South-Western of Kasserine (Central
Tunisia), the deep aguifer of Feriana-Skhirat is one of
the most important groundwater in Kasserine aguifer
system. The study area is extended from the small sun
clinal of Feriana to the Synclinal of Skhiart till the
Algerian border. It is bordered by mountains such as
Dj Sarraguia, Douira, Goubel, ELl Kebir and Feriana
(fig. 1J.

Feriana-Skhirat is influenced by an arid climate

with a mean annual precipitation of 289 mm, mean
annual temperature of 17 o C and potential ewvapo
transpiration of about 2138 mmsyear. Surface water

resources are represented by wadi Esaboun wadi el



Kiss and Bouhaya and Wadi Goubel and Wedi safsaf

in the Algerian border. The water flows are not peren
nial and occur only hy flash floods in rainy seasons
(Yangul et al.2a12).

Geologically, the mean geological features of this
study area are:

a) Upper Cretaceous: composed of limestone outcrop
ping in the study area, represented by the Campa

nian and Maestrichtian known as Abiod Formation

in Jh Sarraguia, Goubel, El Kebir and Feriana. This layer
may represent in many regions a potential aguifer. b)Y Upper
Miocene: Composed mainly of clay and marl inter-bedded with
thin layers of sand. The marl of the Upper Miocene
sediments thickens up to 488 m in the synclinal of Skhirat.
Miocene: deposits are composed of sand and sandstone known
as ¥Windobonian formation. The aguifer deposits are
characterized by 2ood permeability and range thickness
hetween 286 and 466 m. This layer represents the main
potential aguifer in Kasserine and Central Tunisia.
Tectonically, the Feriana-Skhirat aguifer is delimitated by
two main vertical faultsAZ and CZ, separating
Feriana-Skhirat aguifer from Majel Bel #Ahhes. Also in the
same area we can found the Fault BZ leading to the
formation of Ain Kiss spring. The following description of
the geological framework for Feriana-Skhirat is summarized
in warious geological and hydrogeological reports
(Berkaloff 1931, Degalier 1952, khanfir 1986; Hassen 2613,
Hassen 2614) as well as from borehole lithology logs of
drilled water wells in the region. Groundwater recharge in
Feriana-Skhirat results from direct rainfall infiltration
and through the wedis. It may also occur from the Miocene
sandstone outcrop in the Algerian border.
Hydrogeologically, the aguifer geometry is unconfined in
the west of the small sunclinal of Feriana and in the Hest
of Gour Essouan near the Algerian Border. Except these
zones, the Miocene sandstone lies deep under a thick layer
of clay and marl of Upper Miocene. The thickness of this
deep aguifer reaches 488 m. Feriana-skhirat groundwater is
exploited by deep wells for irrigation, drinking and also
industrial activities. The total output of the region of
Kasserine was estimated of about 72.94 Mm 3 in 2864 that



registered in 2663 was 64.12 Mm 3 that lead to the
overexploitation of this aguifers system (DGRE General
Direction of Water Resources, 2864). 3 METHODOLOGY 3.1
Sample collection and analutical technigues Feriana-Skhirat
groundwater has been studied in terms of physico-chemical
parameters (Tab. 1). These parameters were measured in
February 2614 for 13 deep wells used for drinking and
irrigation (fig. 1). Protocol for sample collection and
preservation followed the Standard Methods of APHPA (APHPA
1995) . Fieldwork included measurement of temperature, pH,
salinity and electrical conductivity that can reguire
representation values of ambient aguifer while the chemical
analyses including majors ilons and some minors elements
were conducted in the laboratory of the Centre of
Hydrogeology and Geothermic (CHYM) of the University of
Neuchatel (Switzerland) by liguidion chromatography. The
ionic charge balance of each sample was within +/-5%.
Table 1. Analytical results for physic-chemical parameters
and major ions

Param

(mgsl) Min Max Mean WHO w i W i

TDS 579.6 1821.37 858.21 1566 5 6,147

pH 6.63 6.63 7.36 6.5-8.5

T 12.2 26.2 17.25 -

Ma 48.89 371.68 97.15 266 3 6,838

Ca 68.21 163.57 97.69 266 3 6,838

kK 2.13 5.27 3.24 38 3 9.688

Mg 25.32 55.9 37.16 268 3 @.688

HCO 3 213.5 385 247.22 386 3 6,688

Cl 27.851 153.48 83.41 258 2 @.659

50 4 141.76 844.52 292.92 466 2 6,859

WO 3 9.47 41.7 23.4 45 5 6,147

3.2 Saturation Index



PHREEQC (Parkhurst and Appelo 1999) is a geo

chemical modeling software used in order to study

the saturation state of the water with respect

to halite(NaCl), gypsum (CasS0 4 H 2 0), anhydrite

(CasS0 4 ), calcite (Cac0 3 ) and dolomite CaMg(CO 3 ) 2 .
It allows the computation of the saturation index for
each mineral; hence the determination of the main
dissolution or precipitation process controlling the
groundwater chemistry (Hassen et al, 2816). The
Saturation Indices are expressed as (Aghazadeh and
Mogaddam, 261@):

Where: S5I = Saturation Index,

IAP = ilon activity product

K t: = the eqguilibrium solubility constant

3.3 Hater guality index

To evaluate the guality of water and its suitability for
drinking usage, HWater Quality Index (WAI) meant

to be a useful and decent method for such purpose
(Hamzaoui-Azaza et al., 2613; Hassen et al., 2616).

This index may be defined as a mathematical method

used to transform large guantities of water guality data
into a single number which represents the water guality
level.

HWOI was calculated at three steps; in the first one,

a total of ten chemical parameters ((TDS), MNa + , K + ,



Ca 2+, Mg 2+ , Cl -, 80 2- 4 , HCO - 3 and NO - 3 ) has
heen

assigned a weight (w i ) according to its relative impor
tance in the guality of water for drinking purposes.
Generally, the highest weight is assigned to the element
with high concentration owing to their major signif
icance in water guality assessment and their health
implications while the minimum weight is assigned to

the elements with the least importance in water guality
assessment (Serinivasamoorthy et al., 2868; Yiadana

et al., 28lsga; Varol and Davaraz, 26814). The second step
consists of the computation of the relative weight (W 1 )
which is calculated from the following equation: where wi
is the weight of each parameter, n is the number of
parameters In the third step, a guality rating scale (gi)
from each parameter is computed from: where g 1 : the
guality rating, C i : the concentration of the chemical
parameter in the water sample (mgsL), 5 1 : the drinking
water standard for each chemical parameter to the
guidelines of the WHO (2668) (mgs/L). The sub index S5I i of
the parameter and the WAI were respectively calculated from
these eguations: 3.4 Sustainability of groundwater for
irrigation The suitability of groundwater for irrigation
purposes depends on the effect of mineral constituents of
water on both plants and soil. The main criteria to assess
the irrigation water guality are: total salt concentration
as measured by EC, relative proportions of Na + as
expressed by ¥Ma, PI, SAR and boron (Ramesh and Elango,
2a11). In this study, sodium percentage (ENa) and sodium
adsorption ratio (SAR) was performed. High sodium
concentration is a threat for plant growth and its
percentage in soil is critical for determining groundwater
suitability for irrigation purposes (Chung et al.,

2614) .This percentage can he calculated using the formula
(Wilcox, 1955) given below, where the concentrations are
expressed in megsL. As for sodium adsorption ratio (SARD,
it is defined as a measure of alkali and sodium hazard to
crops. It is a relevant criterion for deciding the
suitability of groundwater for irrigation (Aghazadeh and
Mogaddam, 201@). SAR is defined by (Karanth, 1987) HWhere
all the concentrations are in megsL. 4 RESULTS AND



DISCUSSION 4.1 Hydrochemical characteristics Table 1
represents the statistical summary of the hydrochemical
parameters of Feriana-Skhirat: The salinity content wvaries
from 586 mgsl to 1821 mg/l with a

mean wvalue of 858.2 mg/l. The potassium concentra

tion has a low and homogenous concentration ranged
between 2.13 mgs/l and 5.27 mgs/l. This low level of
potassium may be explained by its tendency to fix

clay minerals existing in the Upper Miocene layer

and participating in the formation of secondary miner
als (Hamzaoui-Azaza et al.2elz). As for the calcium

and magnesium concentrations, it ranged respectively
from 68 to 164 mgs/l and from 25.3 to 56 mg/s/l. HWater
alkalinity of Feriana-Skhirat aguifer is the only prod
uct of bicarbonate ions, given that pH wvalues are almost
near to neutral. The hicarbonate ion concentrations
ranged from 213.5 to 385 mgs/l. The bicarhonate con
centration in groundwater is derived from carbonate
weathering. The chloride and sulfates concentrations
have mean values of 83.4 and 293 mg/s/l respectively.

The seguence of abundance of cations and anions

follow the following order: 50 4 > HCO 3 » C1 and

Ma » Ca » Mg » K.

4.2 Geochemical facies

Piper tri-linear diagrams have been widely used since

it is helpful in understanding the hydro-geochemical

regime of a study area (Li et al., 2613). The Piper



classification of Feriana-Skhirat aguifer in fig. 2
distinguished two groups: The first one has S0 2 4

Ca 2+ -Mg 2+ facies and the second one has 50 2- 4 -Na +
facies. The 50 2 4 -Ca 2+ -Mg 2+ water type results mainly
from carbonate minerals precipitation and dissolution

of gupsum minerals which are relatively abundant

within the Upper Miocene seguences (Ouda 2668,

Yangul et al. 2612; 2612). While, the 30 2- 4 -MNa + type
water, represented by FS4 and FS11, is controlled by

rock water interaction. This facies is highly mineral
ized comparing to the other wells and results from

the substitute of calcium by sodium through cation
exchange.

4.3 Source of major ions and hydrochemical ewvolution
Understanding the geochemical evolution of the major

ions in Feriana-Skhirat groundwater was studied in the
hase of correlation analysis and ions ratios. In addition,
variation in the saturation indices of major minerals
along flow paths was also investigated.

4.3.1 Correlation parameters-Ions ratios and Ion exchange
The correlation matrix represented in Tah. 2 describes
the inter relationship between variables (13 wells)

and the results for 8 hydrochemical parameters: A

very high correlation exists between TODS and MNa + ,

Mg 2+ , Ca 2+ , Cl - and 50 2- 4 indicating that mineral



ization is controlled by these referred ions. Natural
concentrations of sulfates may be enriched by weath

ering of sulfate minerals, such as gupsum and anhy

drite. In this present study, a high correlations exists
hetween Ma + -S0 2- 4 , Mg 2+ -50 2- 4 and Ca 2+ -50 2- 4 ,
(R 2 » ©6.8) indicating the contribution of evaporate
minerals (gypsum) presents in the aguifer. Also, a

high positive correlation exists between Ca 2+ and Figure
2. Piper diagram. Mg 2+ (R 2 = 6.95) indicating that these
ions derivate from the same origin which may be the
weathering of dolomite and limestone (Subramani et al.,
2685; Hamzaoui-Azaza et al. 2613). Furthermore, A value of
Mg 2+ /(Ca 2+ + Mg 2+ ) < 6.5 for all the groundwater
samples indicates that these ions display a similar
geochemical behaviour and have a common natural origin
which may be dolomite and limestone weathering (Hounslow
1995). The possible source of sodium and chloride
concentration in groundwater would be due to the
dissolution of rock salts and weathering of sodium-bearing
minerals (Krishna Kumar et al., 2669, Hamzaoui-fAzaza et al.
2613). If the NasCl ratio is approximately egual to 1, then
the halite dissolution is the main source of sodium.
Furthermore, if the Na/Cl ratio greater than 1, it reflects
generally a release of sodium from silicate weathering
(Meyback, 1987). In the case of MasCl ratio is less than 1,
the reduction of Wa concentration may be due to ion
exchange process. The most groundwater samples of
FerianaSkhirat (8 samples) have a Na + /Cl - molar ratio
less than 1 suggesting that the chemical ewvolution of this
groundwater is controlled by ion exchange process between
groundwater and the clay layer present in the Upper Miocene
horizon. As for sodium ion, it can be released into
solution by cation exchange with calcium that is attached
to the surface of newly formed clay minerals (Hamzaouidzaza
et al. 2613). In order to argue that the ion exchange
process affects the hydrochemistry of Feriana-Skhirat
aguifer, the (Ca 2+ + Mg 2+ ) ws (HCO - 3 + 50 2- 4 )
scatter diagram in Fig 3was plotted. It shows that the
groundwater samples fall in the left side among the line
1:1 indicating that ion exchange reaction may be the main
process controlling the geochemistry of Feriana-Skhirat
aguifer (Kumar 2664; Vungopal, 2868; Belkhiri et al. 2a1Zz;



Hamzaouli-fzaza et al. 2012) 4.3.2 Saturation Index The
influence of water-rock interactions on groundwater
hydrochemical characteristics is reflected by the extent of
mineral dissolution and precipitation, which

Table 2. Correlation matrix of the hydrochemical
parameters TOS Wa K Mg Ca HCO 3 Cl S0 4

TDS @

Ma @.95 @

K 8.23 8.85 @

Mg @.9¢ 6.7 8.3 @

Ca ©.85 8.6 8.5 8.9 6

HCO 3 @.43 8.5 8.1 8.3 9.1 @

Cl .62 8.4 .5 8.8 6.8 9.827 0

30 4 8.99 8.9 8.2 8.5 9.8 6.36 9.5 @

Figure 3. (a) Plot (Ca 2+ +Mg 2+ ) against (HCO - 3 + S0 2-
4 ]

in megsl, (b)Y Plot [(Ma + + K + })-Cl1 - ] against

[(Ca 2+ +Mg 2+ )-(50 2- 4 +HCO - 3 )1 in meorsl.

is in turn determined by the saturation index (SI) (Li
et al., 2613)

In the present study, the water samples of Feriana
Skhirat are saturated/under saturated with respect to
Dolomite and Calcite (-1.7 < SI (Dolomite) < 1.3 and
-8.8 < 5I (Calcite) < ©.7). With such results, carbonate
precipitation may occur systematically for the majority
of groundwater samples. Conseguently, the precipil

tation of these minerals causes eguilibrium in Ca 2+



concentrations and leads to the dissolution of evap
arate materials (Gupsum and anhydrite) (Hamzaoui

Azaza et al., 2611; Hassen et al, 2616). Otherwise,
there is an under saturation state with Gupsum,

Halite and Anhydrite (-1.5 < SI (Gypsum) <-8.73 and
-7.4 < 51 (Halite) <-6.88 and -1.75 < 5I (Anhydrite) <
-8.9) indicating dissolution of these evaporate min
erals. Therefore, the soluble component for these
evaporate minerals Ma + , Cl - , Ca 2+ and 50 2- 4 con
centrations are not limited by mineral equilibrium
(Belkinri, 2@12).

4.4 fAssessment of groundwater for Irrigation purposes and
drinking consumption

Irrigation : Groundwater in Feriana-Skhirat region is
used for irrigation and drinking purposes. To ewvalu
ate the irrigation suitability of groundwater, Sodium
percentage ¥Na and Sodium Adsorption Ratio (SAR)

was performed. A high concentration of Na + may

cause the dispersion of soil mineral particles and the

decrease of water penetration (Hassen et al., 26816). The
calculation of EWa ranged between 26.16 and 58.52% showing
that Feriana-Skhirat groundwater is excellent to
permissible for irrigation except two samples. The Wilcox
(1955) diagram presenting sodium percentage and total
concentration plotted in fig 5 shows that the majority of
the groundwater samples are within the field excellent to
good except two samples that fall in the field of doubtful
to unsuitable for irrigation. As for Sodium Adsorption
Ratio (SAR), it may he defined as a measure of alkalinity
and sodium risk to plants. Excessive sodium concentration
relative to low calcium and magnesium contents may induce
to saturation of the cation exchange complex which can



destroy the soil structure and reduces the soil
permeability (Kumar et al. 28a7). To ameliorate a water
classification for irrigation suitability, the SAR has been
plotted with the salinity measurement on USSL diagram
(Richards, 19%4) in figure 4. In Feriana-Skhirat aguifer,
the SAR wvalue ranged from 1.27 to 6.83 and as seen in the
figure 4, the majority of the samples fall in C3-51 filed
except two samples that fall in C4-52. The C3-51 filed
indicates high salinity and low sodium water. This type of
water can irrigate different tupes of soil with little
hazard of exchangeable sodium (Subramani et al. 26@85) The
two samples that fall in the field of C4-32 indicate very
high salinity and medium alkalinity hazard.Thus, this water
can be used for plants that tolerate high salt
concentration Drinking water: The chemical analuses of
groundwater and the comparison with the WHO (Z&ag)
guidelines or drinking water are represented inTab 1. It
indicates that the average concentration of TDS, major ions
are lower than the permissible limit recommended by the
WHO. Table 1 also presents the weights assigned to the
different physicochemical parameters depending on its
relative importance in the global guality of water for
drinking purposes.The highest weight (5) were assigned
toTDS and and WO - 3 owing to their major significance in
water guality assessment and their health implications when
they have high concentration in water (Serinivasamoorthy et
al., 2688; Yiadana et al., 2816a).The minimum weight of 1
has been assigned to the parameter HCO - 3 and 50 2- 4 due
to the least importance in water guality assessment (Varol
and Davaraz, 2614).The computed WQI values ranges from 21.3
to 58.6. According to the WOI type of water, 166% of
groundwater samples of Feriana-Skhirat aguifer defined
“Excellent Water™ 5 CONCLUSIONS Feriana Skhirat aguifer,
located in Central Tunisia, has been explored by
geochemical methods in order to identify the mean factors
and processes controlling groundwater chemistry. The
concentrations of major ions are within the permissible
limit for drinking purposes. The seguence of abundance of
cations and

Figure 4. Salinity and Alkalinity hazard of Irrigation water
in US salinity diagram.

Figure 5. Suitability of groundwater for irrigation in
HWilcox

Diagram.

anions follow the following order: 50 ¢ > HCO 3 » Cl



and Ma » Ca » Mg > K. However, the Piper classifi
cation of Feriana-Skhirat aguifer distinguished two

groups: S0 2 4 -Ca 2+ -Mg 2+ facies and S0 2- 4 -Na +
facies.

The hydrochemical data interpretation reveals that

the mineralization is mainly regulated by water/rock
interaction through mineral dissolution and proba

bly by ions exchange processes enhanced by long
groundwater residence time.

fs for groundwater assessment, irrigation indices

(SAR, #Ma) indicate that most of the groundwater

samples of Feriana-Skhirat aguifer were suitable for
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Modelling the transport and decay of microbial tracers

in a macro-tidal estuary
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ABSTRACT

The Loughor Estuary is a macro-tidal coastal basin,

which is located along the Bristol Channel, in the South
Hest of the U.K. This estuarine region can experience
severe coastal flooding during high spring tides, as

a result of the maximum spring tidal range of 7.5 m,
occurring near Burry Port.fs the Loughor Estuary and

the surrounding coastal waters provide natural sites

for recreational bathing and shellfish heds, with water
guality in this water basin being important for com
pliance with the designated standards, as to secure

the safety of the hathing and shellfish harwvesting

industries. The estuarine system, however, potentially



gets impaired by receiving bacterial overloads from
catchments through combined sewer overflows and

rivers (Kay et al. 2668), besides the extreme inter
tidal flooding at Llanrhidian saltmarsh, and from the
lower industrial and residential areas at Llanelli and
Gowerton.

A two-dimensional hydro-environmental model has

heen developed to simulate the huydrodynamic and tur
bulence processes in the Severn Estuary and Bristol
Channel. The model has been refined and extended

to include the highest water level, covering the inter
tidal floodplains of the estuary, and with integration
of LiDAR data with the bathumetry of the model.

Four different microhial tracers - Serratia marcescens,
Enterobacter cloacae, M32, and X174 phages, were
isolated from the seawater and sewage and could be
inactivated by extremes of pH, heat and solar radia
tion (Hyer et al. 2614}, are released at the Loughor
Estuary from four different locations.

The transport of these tracers were calibrated for
advection and diffusion, by considering the hed fea
tures of the inter-tidal floodplains and dispersion due
to turbulence and flushing during slack tides by river
discharges. The decay of the released microbial tracers

were modelled as the simple first-order rate functions,



with the time required to exponentially inactivate 96%
Building water and chemicals budgets over a complex
hydrographic network
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ABSTRACT

The Brussels Metropolitan Community (BMC) is a densely
populated, trans-regional area of circa 899 km 2 (about
2,866,880 inhabitants), over which Brussels economy and
urbanization will thrive and expand in the coming decades.
The interconnected system composed of the Zenne and

the Charleroi-Brussels-Scheldt ship canal (Fig. 1), which
supports the complex hydrographic network in the BMC, con
stitutes the backhone for the sustainable development of the
economy in this area.

Profoundly modified over the last two centuries to address
several issues such as flooding and water pollution, this
hydrographic network constitutes a paradigm of a complex

system submitted to multiple types of human perturbations



impacting the hydrologic functioning, the water courses,

the water budget, and also, directly or indirectly, the
water

guality. In addition, as it spans over the three Belgian
Regions

Figure 1. Scheme of the water transit lines in the BMC. Red

circles represent the limits of the box model (see text).
Table 1. List of the followed parameters and tracers. Group
Parameter Source Basic Conductivity, pH, 0 2 , suspended
matter Tracers K, B Sewage Nitrogen MH 4 Sewages/in stream
NO 3 Agriculturesin stream Metals Pb, Z2n, Cd, Cu, Ni, Hg
Industrysurban runoff Isotopic & 11 B Sewage & 15 N-MH 4
Sewagesin stream & 15 N-NO 3 , & 18 0-NO 3 Agriculturesin
stream & 266 Ph, & 267 Ph, & 288 Pb Industry/urban runoff &
66 Z2n Industrysurban runoff Pesticides Diuron, isoproturon
fgriculture PAH Fluoranthene, Urban runoff
henzo(k)fluoranthene, Urban runoff benzoib)fluoranthene
Urban runoff (Flanders, Brussels and HWallonia, Fig. 1), the
management of this system is divided in sections which are
under the supervision of different organisms and
administrations. Our general objective was to study the
propagation of the anthropogenic disturbances in this
aguatic system that goes through such a densely populated
and economically active area, with multiple connections and
sources of pollutants. We thus established a box-model
representation of water and polluting chemicals budgets for
the interconnected Zenne and Canal on the whole BMC area,
with the inner nodes set at the regional houndaries (red
circles in Fig. 1). As identifying and guantifying every
individual chemical is a tremendous and costly task, this
aim was achieved hy combining hydrological and sediment
dynamics analyses with the use of selected traditional and
innowvative chemical tracers representing different tupes of
human activity: agriculture, industries and urban surface
runcff and sewage (Tahle 1). Data were retrieved from: 1)
several large existing datasets compiled in each region, 2)
hydrological and suspended particle transport modeling, and
3) field campaigns conducted during different seasons at
bhox model boundaries and, for background conditions, at the
sources of water streams representative for the catchment.
Sustainable Hydraulics in the Era of Glohal Change -
Erpicum et al. (Eds.) @ 2616 Taylor & Francis Group,
London, ISBM 978-1-138-82977-4

Evaluating the ecological restoration of a Mediterranean
reservoir
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ABSTRACT: The restoration of Lake’s Karla environment and
ecosystem is studied through the evaluation of

its current status. Its drailnage, in 1962, created a series
of environmental problems and led to the local economy

contraction. The Lake Karla reconstruction project has
bhegun since 2e66., The construction of a reserwvolr at the

lowest part of Lake Karla watershed is among the parts of
this project, which will be supplied from Pinios River

and the runoff of the surrounding mountains. This newly
re-established water body is considered a wital aguatic

ecosystem as it is listed in the network of Natura zZeeé and
has been characterized as a Permanent Wildlife Refuge

by Greek Law. The results indicate that the delay of
implementation of Lake Karla reconstruction project, the

violation of Environmental Terms and the lack of
environmental policy are the most important cause of
pressures.

1 INTRODUCTION

Lake Karla (Thessaly, Greece) was considered one

of the most important shallow lakes in Greece until
1962, where complete drying of the lake took place

- creating more agricultural land - and is now being

re-constructed, establishing a ‘new’ reservoir offering



multi services (i.e social, economic and ecological sus
tainable development of the region). Prior to 1966°s
Lake Karla was considered one of the most important
hydro-ecosystems in the region as it served as a natu
ral reservoir providing water storage and recharge to
groundwater. Accordingly the importance of restoring
this water body and reversing the environmental con
ditions caused by manmade activities was considered

of high importance by the European Union. The con

cept of the Lake Karla® restoration project is, probably,
the first European project towards nature conservation
following the ecotechnological approach.The Karla’s
project has been recognized as an important oppor
tunity for addressing the complex challenges in the
hydro-ecological management in the main agricultural
region of Greece with growing demand of freshwater,
providing also the traditional and new serwvices to the
people.

In this paper we discuss the restoration effort of
kKarla Lake as well as the pressures and their causes that
negatively affect this restoration. This is achieved by
evaluating the results of the monitoring and fieldwork
programs that Management Body of Ecodevelopment

Area of Karla - Mavrovouni - Kefalovriso - Velestino

performs the last four years funded by the European



UInion. 2 THE STUDIED SITE-DATA DESCRIPTION 2.1 The
biogeographical context Former Lake Karla occupiled the
lowest part of its natural basin and was considered as one
of the most important wetlands in Greece until 1962 (Fig.
1). Surface runoff from the watershed and floodwaters of
the Pinios River (discharging wia the Asmaki ditch)
supplied the lake with large guantities of freshwater. In
terms of biodiversity, the former Lake Karla endowed with a
variety of habitats (pelagic, floating vegetation, shallow
marshes with Juncus sp. and Tupha sp., emergent vegetation
and rocks), had the ability to support a rich fish and bird
fauna (Jerrentrup 199@). The structure and function of Lake
kKarla was intimately linked with the Pinios Riwver. The
river occasionally overflowed, and floodwaters rich in
oxygen and nutrients drained into Karla. Because of its
gently sloping bed, lake surface area fluctuated between
4008 and 18,866 ha, depending on the inflow-outflow
halance. Much of the surrounding farmland was inundated
when floodwaters were held in the lake, hut today, the
river is leveled to prevent flood damage. The climate of
the area is typical continental with cold and wet winters
and hot and dry summers. Mean annual precipitation in the
lake’s watershed is about 566 mm and is distributed
unevenly in space and time. Mean annual potential
evapotranspiration is about 775 mm and the mean annual
temperature is 14.3 o C (Vasiliades et al. 2869). The
geological structure consists mainly of recent grains of
various sizes originating from the lake’s deposits. The
plain consists of aguiferous,

essentially sandy intercalations separated by lavers of
clay to silty-clay and is bound by schist and karstic
limestones or marbles. The decision for the complete
drying of the lake in 1968s took place in order to cre
ate more land for agriculture and to avoid the flooding
of the low elevation lands because of its surface area
fluctuations.

2.2 The project design

Technical studies, recommended draining the lake via

the Karla Tunnel and building a smaller reserwvoir



instead of the natural lake for flood protection and for
the revelation of agricultural fields.The re-constructed
Lake Karla occupies the lowest part of the former

Lake Karla. It lies between latitude 39 o 26 7 45 77 § to

33 e 32 7 @3 77 N and longitude 22 o 46 7 47 77 W t0 23 o
31 7 58 "7 E

and has a surface of 38 km 2 . It is characterized by its
shallow depth with a maximum water depth of 4.5 m

and a mean depth of 2 m.

Among the targeted measures were:

- The establishment of riparian zones to control the
diffuse agricultural pollution sources.

- The operation of a peripheral buffer zone for the
elimination of the nutrients input.

- The establishment of habitats corridors to avoid

the ecosystem fragmentation and to improve the
re-habilitation.

- The re-operation of a controlled outlet to improve
flushing effect minimizing the water retention time.

- The construction and operation of artificial wetland
for the improving of water guality.

- The construction of fish ladders at Pinios pumping
station.

- The re-organization and the modification of the
agricultural strategy in the whole region according

to agri-environmental friendly practices.



- Finally, the restoration plan included the designa
tion of the area as a protected Eco development area
under the Natura 2©0¢ network because of its bio
diversity and the establishment of a Management

Body which is responsible for the implementation

of the restoration plan, the monitoring program, and

the application of management principles taking

into consideration the local socio-economic needs.

2.3 The post-monitoring program

A monitoring program was deployed just after the
establishment of the Management Body focusing on

the water guality along with the trophic conditions,

the hydrological budget and the new wetland’s biodi
versity. The European Directives (i.e the HWater Frame
work Directive and the Habitat Directive) were used as
guidelines for the applied methodology, for the charac
terization of the water body and for the assessment of
its status. More details about the sampling and moni
toring methodology concerning nutrients (Dissolved
Inorganic MNitrogen, DIN, Soluble Reactive Phos

phorus, SRP), turbidity (Secchi depth), Chlorophyll

a as a proxy of algal biomass, and cyanotoxicity Figure 1.
ferial photograph of Lake Karla in 1945 (after Ananiadis
1956) . regarding the concentration of the total amount of
Microcystins have heen described in detail and published
(Sidiropoulos et al. 2812, Chamoglou et al. 2a14). Fish

were sampled in early April in three successive years
(2611-2613) using multimesh benthic gillnets, type Nordic



(1.5 m= 3@ m) of 12 mesh-sizes (5, 6.25, 8, 19, 12.5,
15.5, 19.5, 24, 29, 35, 43 and 55 mm, knot-to-knot)
according to the CEM standard (CEN 2665). The sampling
effort was provided by the CEN standard, and depended on
the area of the lake (38 km 2 ) and its max<imum depth (<Z2.4
m) (CEN 2685). Nets were set in late afternoon
(18:08-26:08) and retrieved the following morning
(G:68-8:68) in order to ensure a constant fishing effort.
Complementary, for the fish species that could not be
captured with nets, electrofishing was conducted in spring
around the lake according to the CEM standard (CEN 2683).
All fishes caught were identified according to Kottelat and
Freyhof (2667) and measured for total length (TL, cm + @.1)
and total weight (W, ¢ = &.1). In the present paper the
hydrological regime, the eutrophication trends along with
biodiversity issues are discussed under the light of the
pressures and the undertaken measures. 3 RESULTS The design
of the restoration project and the estahlishment of the
protected area have heen addressed the increase of the
provisional services as well as the promotion of regulating
services and yet, the reestablishment of the cultural
services delivered in the wide area named: Eco development
Area of Karlakefalovrysou-Mavrovouniou-velestino (Fig. 2).
In the former Lake Karla, there was no a natural surface
outlet of the aguatic system Pinios River-Lake Karla, while
it is thought that discharge took place

Figure 2. Map of Eastern Thessaly showing the boundaries
of Lake Karla Watershed and Ecodevelopment Area. The
monitoring stations (fish fauna and water quality) are also
depicted.

through a system of karstic sinkholes of Mawvronouni
Mountain to Pagasitikos Gulf (Fig. 2). Nowadays, this
discharge has been avoided with the creation of a

non flow embankment, where the new reservoir meets

the kartsic structures of Mavrovouni Mountain. So,

the new Lake Karla is supposed to be drained artifi
cially, by means of a tunnel (Fig. 2) to the Pagasitikos

Gulf, which - at present - is closed and operates



only in emergency situations. Thus, water losses from
Lake Karla are through ewvaporation, withdrawals for
irrigation and recharge to the aguifer.

Figure 3 demonstrates the water level fluctuation

in lake Karla during the years 2812, 2613 and 2614.
The lowest ecological limit as it has been set up by
the Environmental Terms of the project should be at
+46.4 m in order to support the functions of the wet
land. It comes clear that the water level in the new
reservoir was always lower than this cut off, except
once, on the 11/66/2612. This happens because the
reservoir receives less water inputs since 2612 both
from its basin because of unfinished works, and from
Pinios River due to an interruption in their connection
but also due to the withdraws before the river inflows
the reservoir. During the winter period, precipitation
feeds the lake while, at the moment, the Karla reser
volr experiences intraannual water lewvel fluctuations
due to the bad and unsustainable management of the
inflows from Finios river.

3.1 Hater gualitys/eutrophication

Extended monitoring of water guality took place
throughout the years 2611, 2812, 2613 in three sam
pling stations while the sampling sites design was

modified for the fish fauna sampling (Fig. 2). In



table 1 the descriptive walues of the key-eutrophication
Figure 3. Water lever fluctuation of Lake Karla for the
years 2812, 2613 and 2614. Table 1. Average concentration
of key-eutrophication parameters of Lake Karla water during
2a11-2013. Parameter AUnits Mean Min Max DIN (mg/lt) ©.35
G.861 1.737 SRP (mg/lt) @.663 6.6864 6.461 Chla (mgscm 3 )
136.65 5.12 1136.863 Secchi depth im) .34 6.19 6.49 MCYSTs
(Mg 1ty 1.423 8.28 4.61 Figure 4. Percentage (&)
participation of fish family caught in Lake Karla in terms
of a) abundance and h) biomass. parameters and of the
dominant type of cyanotoxins (i.e total Microcystins
expressed as MCYSTs) are presented. Concerning the
biodiversity issues in the new lake Karla, at the moment we
are focusing on fish fauna since endemic fish species are
protected by European and national legislation. During our
study the fish community of the new reserwvoir is composed
by five families and nine species with the family of
Cyprinidae being the most dominant both in terms of
abundance (75,83%) and biomass (76,34%) (Fig. 4). In table
2

Table 2. Assessment of fish fauna in the protected area
referred to in Article 4 of Directive 2869/147/EC and

listed in Annex

II of Directive 92/43/EEC and site evaluation for them.
Species Population in the site Site assessment

A/f Code Scientific MWame Type Abundance Category
Conservation Isolation Glohal

1 5256 Barbus sperchiensis p P B A A
2 1183 Alosa fallax r ¥ C A A

3 5389 Cobitis wardarensis p PCC A
4 5387 Cobitis stephanidisi p PCC A

Code: The four character seguential code for each species
can be found in the reference portal

Type : P=permanent, r=reproducing, c=concentration,
w=wintering

Abundance categories : C=common, R=rare, V=very rare,
P=present

Conservation : A=excellent, B=good, C=average or reduced



Isolation:A=almost isolated, B=not-isolated, but on margins
of area of distribution, C: population not-isolated within
extended

distribution range

Global: A=excellent wvalue, B=good walue, C=significant walue
the conservation status of the protected fish fauna in

the area is presented according the European Directive
(92/43/EE) for the period 2611-2613.

4 DISCUSSION

Lake Karla, in terms of typology (WFD) is considered

as an artificial lake, and furthermore, as a highly modi
fied water body. Since there are not estahlished pristine
reference conditions for this tupe based on biological
data, as it is suggested by the Water Framework Direc

tive EU 26@6/66/EC (WFD), the classification into
categories is mainly based on expert judgment. Based

on the present data, and taking as reference conditions
for Greece, the oligotrophic reservoir of Tawvropos lake
(Katsiapi et al. 2612) and based on our experience we
could argue that the water status of lake Karla falls into
‘poor’ or ‘bad’ category.

The environmental conditions of the new reservoir

have not improved in spite of the undertaken measures.

The new reservoir is characterized as hypereutrophic

with the freguent occurrence of algal blooms domi

nated by cyanobacteria (Chamoglou et al. 2614). Lake



kKarla receives all types of pollution acting as a sink
for pollutants, suspended matter and toxics. Eutroph
ication produces a shift in the biological structure of
reservoirs and lakes. A growing phytoplankton com

munity feeds on the increased amounts of available
nutrients and produces a turbid environment, which
affects all life forms. In Karla reservoir there has heen
recorded an increase to algal biomass along with a

shift in the zooplankton population towards small-size
species (Stabouli et al. 2612).

At present, Lake Karla has an extremely high water
retention time since there is no outflow (Chamoglou

et al. 2614) thus shaping the phytoplankton commu

nity and promoting cyanotoxins producing species
(Papadimitriou et al. 2613). The ohserved cyanotox

icity, which also favored by the eutrophic, warm
character of the reservoir and by the hydrological alter
ations posing a serious threat for the public health

(WHO 1998). With increasing warming (Loukas et al. 2614) it
may therefore be more difficult to fulfill the suggested
ecological state targets of the lake, without undertaking
additional efforts to reduce nutrient loading to levels
lower than the present-day expectations. During the studied
period in reservoir of Karla fish community composed by
nine species and five families with the family of
Cyprinidae being the most abundant which is also
characteristic for the shallow warm lakes of Southern
Europe (Beklioglou et al. 28a7). Although the only
avalilable study before Lake Karla’s drying up indicated

signals of eutrophication (Ananiadis 1956), we suggest that
the re-constructed Lake Karla is experiencing a severe



eutrophication. Lake Karla's refilling process includes the
supply of large guantities of Pinios River water, which is
characterized by high nutrient loads (Bellos & Savvidis
2685) thus Pinios River has a large influence on the lake’s
guality since its hasin drains and receives waste from the
most agricultural area in the country. 5 CONCLUSION To our
opinion, the “alarming” current status of Lake Karla
ecosystem is a synergy of three factors: 1. Decline of
Environmental Terms of the project (Ministry of
Environment, Planning and Public Works 2666) and failures
in the planning of the project. According to the
Environmental Terms the scheduled wetland, (in the west
part of the reservoir,) ought to be constructed firstly
thus filtering the inflows. Yet, the water lewvel of
reservoir has never heen over the lowest ecological stage
(+46.4 m.) that the Environmental Terms commands. The
artificial wetland which will upgrade the water guality has
not been operated yet thus there is a nutrient rich inflow
into reservoir. 2. The great delay of the Lake Karla
project implementation leading to a hysteresis of the
ecological restoration of the site. The only work that has

bheen completed is the construction of the reser
volr, the pumping stations and the water transfer
project from the Pinios river. The collectors, who
will supply the reservoir with flushing water from
the surrounding mountainous area, have not heen
constructed yet. Irrigation work, which will act

as an “outflow” thus enhancing flushing, is still
uncompleted.

3. Lack of environmental policy due to fragmentation
of responsibilities, and further due to competent
authorities dealing with water management where

in some cases their responsibilities overlap. More
over, due to the fact that the active involwvement of

the local communities is wery weak. Increased par



ticipation in the whole basin management decisions

by a wide range of stakeholders has been widely
advocated by the Management Body of Lake Karla
Regarding at biodiversity issues the new Karla's
reseryoir could be characterized as a ‘hot-spot”
whereas as a Matura protected area could lie at the
very core of Europe’s Green Infrastructure. It could
not only act as an important reservoir for biodiversity
and healthy ecosystem, but also could deliver many
ecosystem services to society.The re-constructed Lake
kKarla will success to regain its multiple functional role
only if we respect the characteristics of the former
Lake Karla in relation to present environmental and
socioeconomic needs.
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ABSTRACT: Hydrodynamic parameters, determined by 3D
numerical models, provide a basis for simulation

tools such as sediment transport and habitat models.
Whereas most of the time measures are evaluated using

models right before and after measure implementation,
little is known about the interaction of hydrodunamics,



sediment transport and river morphologies including their
spatio-temporal wvariability. This study investigates

that interaction in the scope of a river engineering
project at the Danube, containing integrative measures.

Different morphologies led to a significant difference in
hydrodynamics (e.g. hed shear stress: +11.8%

at specific locations regarding its mean walues).
Morphodunamic models coupled with 30 hydrodynamics

allow - in contrast to 10420 models - simulation times of a
few months only within reasonable computational

time. Hence, for the purpose of assessing measures,
scenarios with high and low morphologies, embodied as

an initial condition, should be considered for
morphodynamic models or habitat models to cover effects of

spatio-temporal wvariability.

1 INTRODUCTION

Assessing measures in rivers, e.g. river restoration and
navigation aspects, is widely done by using numerical
tools to gain a priori or post-measure knowledge of
the interaction of hydrodynamics, sediment transport
and river morphologies as well as habitat guality. The
guality of the assessment depends on both the gual

ity of the applied numerical code and the guality of
the investigated data and scenarios. By implementing
morphodunamic models on temporal scales of sewveral
decades, a restriction to relatively simple numerical
codes is inherited due to their more feasible com

putation times. On the other hand, sophisticated 3D



numerical models (e.g. Olsen, 1999; Fluent, 2663;
Tritthart, 2865) restrict simulation time to durations
far below those time scales due to their numerical
demands (Tritthart et al., 2611).

When appluing such sophisticated codes measures

in rivers are often assessed by numerical models being
applied only right hefore and after the measure, due to
the high demand in data, skills and time. Thus, little
effort is made in investigating the wariahility within
morphologic, hydrodynamic and sediment transport
processes before and after the measure, when highly
sophisticated 30 numerical codes in combination with

a data basis highly wvariable in space and time provide
the foundation for a detailed analusis of this wvariabil
ity. A set of integrative measures was applied in a

river reach in the Austrian Danube {(Habersack et. al.,
2612) suitable for this analysis due to the high amount and
guality of data available, acguired from sewveral
measurement campaigns. The aim of this study was (i) to
evaluate variability in bed elevation and hydrodunamic
parameters, determined from bathumetry and 30 hydrodunamic
model, respectively; (1i) to draw conclusions of this
variability on sediment transport models and ecological
aspects; and (iii) finally to figure out conseguences for
planning and assessing future measures. 2 STUDY REACH The
study was conducted at a 3 kilometer long riwver reach
within the free flowing section of the Austrian Danube east
of wienna - near the city of Hainburg - hetween river
kilometers 1887,5 and 1884,5 (Fig. 1). It is part of the
national park ‘Donau Auen’ and represents a transboundary
waterway. Thus, the river faces several ecological and
economical demands. Channel degradation and negative
sediment budget in the past have resulted in river bed
incision and habitat loss. 2.1 Integrative measures Several
integrative measures were applied between autumn 2812 and



autumn 2814, An alternative groune layout - characterized
by an attracting and partially convoluted scheme with an
increased groyne distance,

Figure 1. Study reach including an overwiew of the
implemented integrative measures. River kilometers are
marked with a

Cross.

reduced groyne heads and lowered groyne roots -

was implemented and a method called granulometric

hed improvement (Habersack et al., 2612; Lieder

mann et al., 2614) was tested to cope with ongoing
river bed incision (Habersack et al., 2868). Side arm
reconnection for low flow conditions was performed

in combination with river bank restoration applied
mainly at the right shore, including the remowval of
groynes and rip rap. The integrative measures were
accompanied by a detailed monitoring concept, includ
ing hydrodynamics (water tahles, flow velocities),
sediment transport (hed load, suspended load, hed

layer composition), €round water as well as ecolog

ical aspects (e.g. fish, invertebrates, vegetation and
hirds). Mumerical models serve as a key factor to
provide spatio-temporally distributed data for all mon
itoring aspects. Hence, knowledge on the variahility of
morphology and hydrodynamics is crucial.

2.2 Hydrology

The hydrology of the upper Danube catchment is char



acterized by highly wvariable discharge. Mean annual
discharge MO is 1936 m 3 s -1 ; low annual discharge
(94% exceedance duration) is represented by a wvalue

of 988 m 3 s -1 , normally occurring in autumn or win
ter. Floods are appearing in spring and summer; a
flood with a return period of 186 years is character
ized by 18,486 m 3 s -1 peak flow. Within the observed
period of 1@ years an extreme flood event occurred

in June 2613 (>166 year return period, 18,566 m 3 s -1
peak flow). Several flood events with a peak flow of
around 7366 m 3 s -1 (18 year return period) occurred as
well. Figure 2 shows the hydrograph and the analuzed
model geometries within the observed period, subdi
vided into five model geometries prior to the measures,
one during measure implementation, and four there

after. Each model is characterized by discharge values
ohserved over the period of 3 months prior to the date of
the corresponding hed level survey, indicated by boxplot
diagrams. Obviously, models from Zesc/64 and 2613/87
exhibit higher and more wariable discharge wvalues due to
preceding extreme flood events (16 year and >166 year
return period, respectively). Hence, flood events were
likely to yield an impact on the morphology applied within
the models. 3 MODELS 3.1 Digital elevation model Ten
digital elevation models (DEM) were created by merging
Airborne Light Detection and Ranging (LIDAR) data with
up-to-date multi-beam riverbed bathumetry owver the course
of ten years (Figure 2). River structures were partially
enhanced with geodetical measurements (theodolite, DGPS).
As the multibeam river bed bathumetry represents the
dataset with the highest wvariability over time, DEM were
matched to the recording time of the multi-beam
measurements. 3.2 30 numerical model The 30 numerical model
RSim-30 (Tritthart 2665), specifically developed for
rivers, was applied successfully within several studies



concerning hydrodynamics, sediment transport, and habitat
modelling (e.g. Tritthart & Gutknecht, 2667; Hauer et al.,
2611; Schludermann et al., 2812, Lechner et al., 2814).The
numerical solution procedure, based on a Finite wolume
Approach, approximates the RANS eguations hased on an
unstructured polyhedral computation mesh. Turbulence
closure is provided by the k-g turbulence scheme. Within
this study, 30 numerical models for mean flow conditions
were set up for each of the ten

Figure 2. Huydrograph of the study site indicated as solid
grey line. Box plot diagrams indicate discharge wvalues of a
3 month

period ending at the time when hudrodynamic models -
created from updated DEM - were determined. Grey solid line
within

the boxplots represents mean values. Grey dotted line
represents discharge at mean flow conditions.

evaluated DEM. Calibration and wvalidation of the

models was performed using several measured water
tables, ADCP and ADY measurements. Details for

models prior to the measures are given in Tritthart et
al. (2ea9). Mean annual discharge MO (1938 ms -1 )

was set as a constant inflow condition. Outflow condi
tions, implemented as a fixed water lewel, were derived
from the current rating curve at the gauge Hainburg
(river kilometer 1883.92), provided by the Austrian
waterway authority ‘viadonau’. Calibration yielded

an absolute roughness walue of @.63 m for instream
regions, and a walue of ©.38 m for river structures and
floodplains.

4 RESULTS AND DISCUSSION

4.1 Modelled bed shear stress



Modelled shear stress derived from the ten 3D numeri
cal models was analyzed in relation to its morphology.
In Figure 3 river bed elewvation and the correspond

ing modelled bed shear stress are shown. Apparently,
models of flood-affected morphologies showed a dis
tinct characteristic: The occurrence of a deep scour

at river kilometer 1887.9 corresponded to low bed

shear stress values, while a relatively high river bed
hetween river kilometer 1886.2 and 1885.4 led to high
shear stress values of up to 21 Mm -2 . Thus, flood
affected morphologies were likely to shift towards a
river bed, representative for mean flow conditions in
between extreme flood events. Furthermore a substan
tial difference between preand post-measure models

was discernible in both river bed elevation and mod
elled bed shear stress - especially within the section
between river kilometer 1887.¢ and 1886.¢ - indicat

ing the change of morphodynamic and hydrodynamic
processes induced by the integrative measures. Finallu,
a considerable variation within pre-measure models

inot flood-affected) was ohserwved.

Figure 4a and Figure 4b indicate the spatial distribu
tion of bed shear stress between preand post-measure Figure
3. Longitudinal section along the river axis for (a) bed
elevation and (h) bed shear stress. Grey lines indicate

pre-measure states; hlack lines represent states during or
after the measure was initiated. Dotted lines show



flood-affected states. models, respectively. Low reduction
values of hed shear stress (2867/12, Fig 4a) were ranging
from @ to 3 Mm -2 within the main channel, whereas groyne
fields were characterized by an increase of bed shear
stress values up to & Nm -2 . High reduction walues of bed
shear stress (2668/63, Fig 4b) of 1 to 5 Nm -2 were visihle
within the main channel from river kilometer 1887.5 to
1885.75, followed by a small area of increased walues.
Groyne fields showed increased values as well for this
geometry. Compared to that, the flood-affected model
geometry during measure implementation rewvealed a different
spatial distribution. Increased values were discernible
hetween river kilometer 1887.6 and 1886.25

Figure 4. Spatial distribution of the difference of bed
shear stress (Nm -2 ) between the post-measure model
2614/89 and the

pre-measure models (a) 2867/12, (h) 26858/63 and (C)
2613/87. Grey shaded areas represent a reduction. River
kilometers are

marked with a cross.

(B to 3 Nm -2 ). The upstream part of the groyne fields
showed increased wvalues too, whereas the downstream

part exhibited reduced walues. The section hetween

river kilometer 1886.25 and 1885.% was characterized by an
increase of bed shear stress up to 6 Nm -2 .Again, the
retreat from a flood-affected morphology to a natural one
iz likely to occur during mean flow conditions according to
high wvalues at opposite locations.

Figure 5. Variability of modelled hydrodynamic parameters

over time (2867/63 to 2812/69) for the range of (a) water
depth

H; (h) depth averaged flow velocity U; and (c) bed shear
stress

T along a longitudinal section (river axis)
4.2 variability of hydrodynamic parameters

Due to the short periods of time between post-measure



models, wvariability within modelled hydrodynamic
parameters was evaluated for pre-measure models

only. Moreover, post-measure models were influenced

by dredging operations intended to sustain a sufficient
fairway depth for navigation.

Figure 5 presents the range of hydrodynamic param
eters (water depth H, depth-averaged flow wvelocity

Il and hed shear stress t) for pre-measure models

(mean flow) except flood affected ones. A difference
of wariability along the river axis was discernible.
The maximum range of water depth (H max -H min )} of
G.81 m (16.3% deviation from mean water depth)
occurred at the deep scour at river kilometer 1886.85.
Downstream of the scour - between river kilometer
1886.606 and 1886.26 - wvariability of depth-averaged
flow velocity and hed shear stress increased as a con
seguence of wvariable water depth at the scour and

the resulting variahility in water table gradient. The
mean range of depth-averaged flow velocity along

the river axis (U max -U min ) was 6.69 £ 6.04 ms -1 . A
maximum range of @.17 ms -1 (+8.8% deviation from

mean depth-averaged flow velocity) was found at river
kilometer 1886.15.

The mean range of modelled bed shear stress along

the river axis (Tt max -T min ) was 1.69 * 6.62 Nm -2 . A



maximum range of 3.65 Nm -2 (+11.8% deviation

from mean bed shear stress) was located at river kilo
meter 1886.26. As a conseguence, the variability of
bed shear stress was found to play an important role
in the assessment of measures with respect to the

long term development of sediment transport (river
morphology) and should be investigated for other discharges
as well. Furthermore, the wvariability of the analuzed
parameter should be investigated for effects on assessing
habitat guality. 4.3 Implications on sediment transport
modelling and ecological aspects Morphodynamic models
coupled with 30 hydrodynamics have the potential to yield
improved results over 10 and 2D models due to their
improved hydrodunamic representation of the flow field. At
the same time unsteady simulation times of only a few
months are feasible within reasonable computation time.
However, shorter simulation times increase the influence of
the starting condition, especially the DEM, representing
morphology at the heginning of the simulation. Even higher
influences of the starting condition (DEM) are to he
considered for simulations of steady flow conditions, as
hydrodynamics are changing only slightly at distinct
locations. To tackle that issue, the authors suggest to
investigate the sensitivity of the starting condition by
running at least two scenarios for hydrodynamics and
sediment transport models. One should inherit low bed
levels and the other one high bed levels of the initial
DEM, to cover extreme scenarios for the assessment of
planned measures concerning sediment transport. In the case
of the study presented, models based on the DEM from
2067712 and 2668/63 could cover those extreme scenarios.
Additionally, habitat models or other ecological analuses
dealing with the analyzed hydrodynamic parameters could
profit from this sensitivity study. 4.4 Conseguences for
planning and assessing future measures When considering
future measures a special focus should he given to a
substantial preand postmonitoring, including (i) a
sufficient number of bathumetry data sets to gain extreme
scenarios from real data and (ii) a morphodynamic and
numerical analysis of those extreme scenarios. 5
COMCLUSIONS The wariability of hydrodynamic parameters over
time was evaluated using a 30-numerical model for mean flow
conditions within an integrative river project. For
different initial hed morphologies, maximum ranges of
modelled hydrodynamic parameters were @.81 m, 8.17 ms -1



and 3.85 Nm -2 for modelled water depth, depth-averaged
flow velocity and hed shear stress, respectively.
Concerning bed shear stress, the implemented river
engineering measures led to a reduction of up to 3 Nm -2
for a scenario with relatively low bed levels. In contrast,
the reduction for a scenario with high hed lewvels amounted
to 1 to 5 Mm -2 . This difference potentially has an effect
on sediment transport models, when considering short
simulation times.

Therefore a sensitivity study of the used morphology
should be conducted when assessing future measures.

This is of even higher importance when only short term
simulations are possible - i.e. due to the use of complex
numerical codes - and initial conditions are becoming

more relevant for the outcome. Moreowver, estimated
variabilities of hydrodynamics could be relevant also

for other assessment studies, e.g. of habitat guality.
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ABSTRACT: The European Union and Germany aims to increase
the share of renewahles. Thus, new and sus

tainable hydropower solutions are discussed in detail.
Simultaneously, the European HWater Framework Directive

(WFD) prohibits the degradation of rivers, which leads to
the need of river continuity concepts and new fish

friendly hydropower concepts that do not (significantlu)
impact connectivity and continuity. Migratory obstacles,

particularly in the form of hydropower plants, have a
significant impact on aguatic ecosystems. In order to
ENSUre

efficient energy production that does not interfere with
river ecology, but provides a reasonable contribution to
the

power supply, fish and water protection measures are
indispensable. However, there is a need for comprehensive

research, in the areas of fish protection and fish decline,
particularly in the fields of behavioral and population

biology of both diadromous and potamodromous species. These
knowledge gaps have significant conseguences

for the acceptance of measures for fish protection, fish
migration and consequently as well for the extension or



upgrading of hydropower. This paper presents an innovative
assessment approach by development of a model that

links physical habitat conditions and ecological
reguirements of species communities and different life

stages

using a hahitat modelling software (MaxEnt) and a dispersal
modelling software (FIDIMO) to derive priorities

for protected reaches. As a first step we demonstrate that
reliable spatial predictions for key fish species can be

achieved by modelling habitat suitability with species
occurrence data and public available hydromorphological

variahles.

1 INTRODUCTIOM

Rivers belong to the most stressed and intensively
human- inf luenced ecosystems in the world. Numer

ous anthropogenic ohstructions like water diversions
for using hydropower and other industrial purposes,
irrigation and domestic uses are the reason why most

of the world’s largest rivers are nowadays fragmented
hy dams (Jager et al., 2661).

The functional connectivity of river catchments

plays an important role for both aguatic and terres
trial organisms. It allows the colonization of habitats,
genetic exchange and leads to a temporal connec

tivity of different habitats within the seasons or life
cucle stages (Fausch et al., 2082). Fragmentations are
associated with range reductions (Perkin et al., 2613)

which are particular important for fish as fish migrate



depending on age and seasons to different special
habitats (Ebel, 2813). These inhibited (long distance)
migrations have a severe impact on the biocenosis

and leads to the decline of number of individuals

and shifting in biocenosis To counter these and other
adverse effects the European HWater Framework Direc
tive (WFD) (Directive No 28@@/68/EC) came into

force in 266@ (EC, 2666). The WFD was launched

by the EU with the hasic goal of ensuring that all
types of water bodies attain a “good ecological sta

tus”. The ecological status is primarily classified in
terms of biological quality elements, complemented by
abiotic and hydrogeomorphological elements that include
river connectivity (Mader and Mailer, 2668). The restoration
of the continuity of watercourses for “aguatic organisms
and sediments” is according to Irmer (2668) an essential
condition to reach a “good ecological status” of surface
waters. To achiewve the WFD, in consideration of a large
number of migratory ohstacles, river continuity concepts
are needed. For this purpose the identification of the most
critical barriers for fish migration is necessary, which is
one of the main aims of this project. By combining species
habitat models (MaxEnt) with species dispersal models
(FIDIMO) we are able to show the effects of habitat
suitability, dispersal, and fragmentation on the
distribution of river fishes. These information can be used
to develop the methodological basis for the analusis of
ecological continuity needs. 1.1 River restoration
challenges In order to achieve the goals of the HWFD,
numerous river restoration measures have heen implemented
in recent years. Restoring fish migration can have a
substantial positive effect on fish distribution,
productivity and abundance (Fullerton et al., 2616, Roni et
al., 2882) for which reason the removal of all barriers
should be the preferred solution (Brevé et al., 2614).

Howewver, such measures can’t be implemented in any

anthropogenically influenced regions like Europe ar



especially Germany, due to wvarious functions of water
hodies such as the use of hydropower. Other technical
solutions are needed to solve the problem of ecological
continuity in our rivers.

Multiple reference hooks to choose and design

proper fishpasses are awvallable. In Germany a certain
state of the art for the design of fishpasses (upstream
migration) was developed (DWA, 2614). Fishpasses

are customized for target fish species considering geo
metric and hydraulic limited wvalues (e.g. discharge,
flow velocity, energy dissipation, pool dimension etc.).
As construction method both natural and technical
fishpasses are included.

The functioning and operation of fish passes to

ensure the upstream migration is well studied, but still
there is a lack of knowledge concerning downstream
migration and fish protection at hydropower plants as
well as ethology and population biology of diadromous
and potamodromous species (Maumann and Heimerl,

2613). Hence a lot of research is carried out currently.
New findings usually originate from ethohydraulic
experiments, which are walidated using field investiga
tions. Simultaneously, several numerical models have
bheen developed, which have the big advantages that

bhoundary conditions can be changed easily to analuze



different impacts (Rutschmann et al., 2814). However,
there is still a need for comprehensive research, in the
areas of fish protection and fish decline, particularly
in the fields of behavioral and population biology of
bhoth diadromous and potamodromous species. These
knowledge gaps have significant conseguences for the
acceptance of measures for fish protection and fish
migration.

In consideration that not all dams may be removed

there is an urgent need to develop a procedure to pri
oritize most critical barriers. In this case one of the
main current challenges in restoration fish migration
is according to Teichert et al. (2816) the use of large
databases of biological monitoring surveus (e.g.WFD)

to help environmental managers prioritizing restora
tion measures to address the connectivity problem

more strategically (Williams et al., 2612). It has to
clarify whether we are able to describe sufficiently
robust responses in order to use them as guidelines

for the restoration of river connectivity. In this regard
physical habitat models (Mouton et al., 2667) and
statistical models to predict the likely occurrence or
distribution of species based on relevant wvariables
(Ahmadi-Nedushan et al., 2666) became an important

tool for river conserwvation planning and manage



ment. Like for other ecological processes, modeling
can improve our understanding by generalizing and
simplifuing complex systems to a small set of key
components (Breckling et al., 2611).

Referring to this multiple approaches for guantify
ing habitat availability have recently heen developed
(see reviews: Fullerton et al. (2616) & Kemp and
0'Hanleu (2@1@)). Moreover, several studies to pri

oritizing barriers for remediation based on barrier Figure
1. Ruhr catchment area, Germany (Ruhrverband, 2613).
permeability and maximizing fragment sizes hawve already
been carried out. {e.g. (Brevé et al., 2614, Meixler et
al., 2689, Cote et al., 2689)). A deficit of these models
is that assessment criteria are often based on swimming
capabilities of upstream migrating adult salmonids, while
ignoring other life-stages, nonsalmonid species, downstream
migration and behavior (Kemp and 0'Hanley, 2@1a). 2
MATERIAL AMD METHODS 2.1 Study area The study area is
located in western Germany, in the southeast of
MNorth-Rhine-Hestphalia (Fig. 1) and comprises the whole
catchment (4.478 km 2 )} of the River Ruhr (51 o 12 © 48 °~
- 51027737 N, 8033728 -609o43 7 23 77 E).The
river is about 219 km long as a tributary of the River
Rhine. In the upper course the catchment area is
characterized by agricultural and forestry landuse. The
western part belongs to the Ruhr area, which is one of the
higgest European industrial area with about 5 million
inhabitants. The western part is determined by urban and
industrial areas. The catchment area was selected as the
study area for the previously stated issues. Due to
industrialization, population growth as well as rising
utilization pressure in the past, there is a significant
anthropogenic pressure in the shape of the Ruhr and the
Ruhr catchment area itself. Apart from technical measures,
the ecosystem of the river was also affected by building
dams. Nowadays the waters in the Ruhr catchment area are
important for many different reasons such as drinking water
supply and sewage disposal. Extensive anthropogenic impact
on the environment in general, but also past intense
technical river improvements are the reason that most of
the rivers in the catchment (69%) are “Clearly Disturbed”
(class 4) or in worse condition. In the River Ruhr



catchment area currently exist approx. 1.388 transverse
structures (>28 cm threshold height) of different sizes
whereof many of the higger ones used for producing
hydropower. According to Pottgiesser and Sommerhauser
(2668) the River Ruhr and its tributaries can he assigned
to the Table 1. Stream types for all relevant rivers in the
River Ruhr catchment area. LAWA Total Type Description
Percent length 5 Small coarse substrate dominated siliceous
highland rivers 67,6% 1.251,5 km 5.1 Small fine substrate
dominated siliceous highland rivers &,7% 13,8 km 6 Small
fine substrate dominated calcareous highland rivers 1,4%
25,1 km 7 Small coarse substrate dominated calcareous
highland rivers 6,7% 39,7 km 9 Mid-sized fine to coarse
substrate dominated siliceous highland rivers 12,4% 187,4
km 9.1 Mid-sized fine to coarse substrate dominated
calcareous highland rivers 8,5% 8,9 km 9.2 Large highland
river 18,7% 124,86 km

following short names of the biocoenotically relevant
stream tupes for Germany:

2.2 Data

In Europe, the WFD requires the assessment of huydro
morphological guality in establishing the ecological
status of rivers from all EU Member States. In Ger

many habitat variables are obtained from a state-wide
hydromorphological survey that assessed the hydro
morphological status of the rivers according to Ger
many’s Horking Group of the Federal States on Water
Problems Issues (LAWA). For the assessment, the

streams are divided into segments (58-188 m sections)
serving as survey units.The proven basic concept oper
ates as follows: the local scale habitat variables are

grouped into 31 single parameters, which are then

aggregated into six main parameters ({1) River course,



(2) longitudinal profile, (3) riverbed structure, (4)
cross section profile, (5) riparian structure and (6) river
environment) (Gellert et al., 2614). For stream prop
erties, we calculated stream order (ShrevesStrahler),
gradient and distance from mouth using both hydrog
raphy data set feature and digital elevation model for
stream segments with ArcGIS Hudrology tools.

2.3 Fish sampling

HWe were able to acquire observed occurrence data of
different fish species for the study area from the State
fAgency for Mature, Environment and Consumer Pro

tection Morth Rhine-Westphalia and the Department of
Aguatic Ecology (Faculty of Biologu) of the University
of Duisburg-Essen.

A total of 578 sites in the river basin Ruhr were
sampled between 2662 and 28612.The main data source

for model calibration and wvalidation was performed
using electrofishing, which is the least hiased method
for sampling fish. In total 42 species in 14 families
were detected (Table 2).

2.4 Modelling approach

This project provides a modeling framework to develop
the methodological hasis for the analysis of ecological
continuity needs by using the method of Radinger and

HWolter (2615). They combined species habitat models



(MaxEnt; (Elith et al., 2811)) with species dispersal

models (FIDIMO; (Radinger et al., 2814)) to show the Table
2. Number of fish species (»16 individuals) at 578 sampling
sites. Family and common name Scientific name Pres.
Anguillidae European eel Anguilla anguilla 187 Cuprinidae
Ide Leuciscus idus 31 Barbus Barbus barbus 55 Common bream
Abramis brama 26 European chub Sgualius cephalus 154
Eurasian minnow Phoxinus phoxinus 155 Gudgeon Gobio gobio
94 Eurasian dace Leuciscus leuciscus 46 common carp
Cyprinus carpio 23 Roach Rutilus rutilus 85 Tench Tinca
tinca 29 Bleak Alburnus alburnus 17 Salmonidae Grauling
Thuymallus thumallus 162 Atlantic Salmon Salmo salar 24
Brown trout Salmo trutta fario 413 Rainbow trout
Oncorhynchus mykiss 117 Petromyzontidae River Lamprey
Lampetra fluviatilis 26 Europ. Brook Lamprey Lampetra
planeri 83 Percidae European perch Perca fluviatilis 91
Eurasian ruffe Gumnocephalus cernua 49 Gasterosteidae
Three-spined sticklehback Gasterosteus aculeatus 136
Cottidae Bullhead Cottus gobio 351 Esocidae MNorthern pike
Esox lucius 51 Nemacheilidae Stone loach Barbatula
harbatula 284 Siluridae HWels catfish Siluru glanis 12
effects of habitat suitability, dispersal, and
fragmentation on the distribution of river fishes (Radinger
and Wolter, 2615). One of the main goals is to ensure a
transferability to other catchments by using existing
environmental wariahles only. 2.5 Habitat suitability
Habitat models, or species distribution models (SDM; also
referred to ecological niche models or hahitat

models), are important tools to explore the effects

of changes on biodiversity at different spatial scales
(Jones et al., 28612, Guisan and Thuiller, 28a5). They

are using a set of habitat components to predict some
attributes of wildlife populations and serwve three main
purposes: (1) to predict species occurrences on the

hasis of abiotic and biotic variables, (2) to improve the
understanding of species-habitat relationships and (3)

to guantify habitat reguirements (Ahmadi-Nedushan

et al., 2666). In recent years there have heen many



developments in the field of species distribution mod
eling, and multiple methods are now available.fccord
ing to Elith et al. (2611) a major distinction among
methods is the kind of species data they use. Habi
tat suitability models can be generated using methods
reguiring information on species presence or species
presence and absence.

For modeling the hahitat suitability of the Ruhr
catchment area (4.478 km 2 ) the maximum entropy
model MaxEnt (Phillips et al., 20@6) is used due to
the fact that the analyses will based on presence data
only. MaxEnt is a machine-learning approach to pre
dictive niche modeling that guantifies the relation
bhetween the occurrences of a species (presence only)
(Elith et al., 2811, Franklin, 2818) MaxEnt uses a
generative approach to estimate the currently known
environmental variates conditioning species presence
and bases the final prediction on the principle of
maximum entropy. This specifies that the hest approx
imation of an unknown distribution is the probability
distribution with maximum entropy, subject to the con
straints imposed by the sample of species presence
observations (Phillips et al., 2666).

2.6 Species dispersal

The dispersal of animals is a key process in community



ecology. Populations are often subdivided in space,
spread among habitats of highly variable quality that
are connected wia larval transport and adult migration
(Yakubu and Fogarty, 2666). The dispersal governs the
exchange between subpopulations, the emigration and
immigration as well as the (re)-colonization of new
habitats and strongly influences the spatio-temporal
distribution and abundance of species (Radinger et

al., 2814). Due to this, dispersal models hecame an
important role in recent decades. An owverwview of the
previously used fish dispersal models can he found in
(Radinger et al., 2614). Radinger et al. (2614) showed
that s significant disadvantage of all these models was
that fish dispersal along river networks has never been
implemented in geographic information systems.

Radinger et al. (2614) developed an open-source

GRASS GIS model to assess species-specific fish dis
persal within the catchment. The fish dispersal model,
called “FIDIMO™, calculates species spread as a lep
tokurtic diffusion process from predefined sources
(presence points) described by a double-normal prob
ability density function to account for stationary

and mobile dispersal-relevant components of a fish
population (Radinger et al., 2814). Figure 2. ROC curves
for the MaxEnt model prediction averaged on 18 replicate

runs for River Ruhr target fish species. The average test
AUC is @.8%9 for thymallus thumallus (grayling). The



dispersal kernels were derived from a literature review of
refitted dispersal kernels describing the movement of 62
fish species in 166 data sets (Radinger and HWolter, 26147,
A dispersal kernel determines how the fish units move
within the river network (Muneepeerakul et al., 26@8).
Based on these refitted dispersal kernels, provided a
multiple regression model that allows predicting the
species-specific mean movement distances of the stationary
and the mobile component from four factors: (1) fish
length, (2) aspect ratio of the caudal fin, (3) stream size
(stream order), and (4) time. For each species, the model
calculates dispersal as a diffusion process from all source
points to all other sites in the catchment (Radinger et
al., 2814). 3 FIRST RESULTS As a first step we used the
maximum entropy method (MaxEnt) to model habitat
suitability with the abovementioned species occurrence data
and environmental variables. In total we considered 44
hydromorphological environmental layers and the most
freguently target species thumallus thumallus (grayling)
for the River Ruhr catchment area. 3.1 Model performance
evaluation Model performance was evaluated with receiver
operating characteristic (ROC) analysis, which has been
widely useful for SDM’s with threshold independent outputs
(FPhillips et al., 2686). A typical ROC curve plots true
positive rate (sensitivity) against falsepositive rate for
the entire range of possible thresholds, therefore
providing a unified representation for assessing the
overall model performance (Liang et al., 2613). The area
under the curve (AUC) ranges from @ to 1, where a score of
1 indicates perfect discrimination and a score of 8.5
implies predictive discrimination no better than a random
guess (Fhillips et al., 266a6).

Our results indicate that the model developed here

can be used to predict the likely distributions of

the investigated species. According to Hosmer et al.
(2613) interpretation, the developed target fish species
model for thymallus thymallus provided “excellent”
(»6.88) predictions. The ROC curve for the average

model prediction with a mean test AUC walue (&.858

for thymallus thymallus (Grayling)) and corresponding

standard deviation (8.626) are presented in Figure 2.



3.2 Vvariable contributions and threshold effects

The results of the MaxEnt simulation show that the sin
gle most influential predictor for the presencesabsence
Figure 3. Response curwves for the analyses relating
thumallus thumallus (grayling) occurrence to the top four
most influential geographical and hydromorphological pre

dictors.The curves show the mean response of the 18
replicate

MaxEnt runs (red) and the mean +/one standard deviation

(blue, two shades for categorical wariables). Positive
fitted

function values suggest that species respond favorably and
low walues suggest the opposite.

Figure 4. Predicted habitat suitability for thumallus
thumallus (grayling) in the River basin Ruhr based on 86
sampling sites

and 44 huydromorphological variables of the inwvestigated
species was the riverhed width (54.9 %). A threshold effect
was evident at approximately eight meter riverbed width for
thumallus thumallus (grayling). In addition to that also
special structures in form of wood, latitudinal wvariance
and flow diversity are predictors for the species (Fig. 3).
3.3 Species habitat suitability maps A predicted grayling
distribution map (Fig. 4) prepared with MaxEnt and ArcGIS
for showed habitat suitability for the Riwver Ruhr
catchment. Areas with higher predicted habhitat suitability
mostly matched the distribution of recently observed
(2662-2612) grayling occurrences. In areas where the
species has not been reported, the predicted habitat
suitability appeared to be constantly low (uellow). Most
occurrence locations were placed in areas with a relatively
high habitat suitability (green). Highly suitable habitats
were predicted within gaps between existing occurrence
locations. This is due to the fact, that the
hydromorphological boundary conditions are nearly the same
like for observed grayling occurrences. 4 CONCLUSION AMD
QUTLOOK During the first research about the feasibility of



this project and first modelling results it becomes clear,
that population models are in general suitable for the
development and derivation of prioritized river continuity
concepts. The MaxEnt model for the River Ruhr catchment
indicates that it can he used to predict the likely
distributions of the inwvestigated species. The available
environmental variables provide good conditions and

can be used for further analusis. First results of habitat
modeling show deficits and key habitats for respective
species which are important background information

for decision making.

After creation of hahitat suitability maps for each

fish species we will start to analuze fish dispersal.
Combining both habitat suitability and species disper

sal maps we will he ahle to evaluate barriers in terms

of the achievement of habitats.

Within the project the fish dispersal model FIDIMO

will be optimized in the field of ecological continuity.
Particularly a more precise description of passability

of technical fishpasses and the downstream migration

of fish species should be implemented in the model.

For this, the existing investments are analyzed and
evaluated. To improve the method we will start to eval
uate wvarious migration obstacles suystematically to see
their cumulative effect on fish populations. A special
focus is placed on technical fish passes and down

stream fish protection devices at hudropower plants

and influencing factors (e.g. predators) to analyze the



dynamics of fish populations. One of the main goals

is to use existing data only to ensure transferability
to different counties or river basins authorities and to
aid the implementation of the WFD. For this purpose,
various scenarios of river continuity (1. actual state
of river continuity, 2. scheduled handling with migra
tion barriers pursuant to the implementation roadmap
under the terms of the WFD, 3. solution wariants) will
bhe simulated.

Finally we will present a concept for prioritization

of migration barriers and give recommendations for

the restoration of the ecological continuity.
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peat lands
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ABSTRACT: Peatland ditching for forestry, agriculture, and
peat extraction in horeal regions has a significant

effect on water guality and guantity which needs
sustainable and careful management. The ohjective of this
study

iz to develop new methods based on more refined hudrologic
information and hydraulic design that will hetter

predict, control and improve water management solution for
ditched peatlands to reduce leaching and diffuse

pollution to watercourses. This study builds on field and
lahoratory experiments as well as hydrologicshydraulic

modelling. Peat physical properties and monitoring data on
rainfall, runoff and groundwater levels were used to

build hydrological model using DRAIMMOD.Also COMSOL
Multiphysics commercial Software was employed

to optimize different parts of treatment structures. The
ohtained results were used to modify existing facilities

and build a full scale gravity driven hydraulic mixer with
4 m width and 65 m length which is under investigation



to improve the accuracy of CFD modelling.

1 INTRODUCTIOM

About one third of Finland area (~ 18 million ha) is
covered by peat that is a layer of organic material accu
mulated from mosses, shrubs, herbs, and small trees

due to incomplete decay on an annual basis under
saturated conditions. Over half of Finland's peatland
area has been subject to artificial drainage during
decades for forestry, agriculture, and peat extraction as
fuel or other uses (Natural Resources Institute Finland
2615). Peatland ditching in boreal regions has a sig
nificant effect on drainage water guality and guantity
(Fig. 1) and consequently on downstream environ

ment which needs sustainable and careful management
(Dunn & Mackay 1996, Kleve 2661, Marttila & Klgve

2e88) . Several methods such as constructed wetlands,
peak runoff control and chemical water treatment have
bheen introduced to limit the environmental impacts
(Tammela et al. 2818, Ronkanen & Klgve 2888, Mart

tila & Klegve 2669). However, past monitoring data

shows significant fluctuation in purification efficiency
(Klgwe et al. 2812, Heiderscheidt et al. 2615).

The objective of the presented research is to develop
new methods based on more refined huydrologic infor

mation and hydraulic design that will better predict,



control and improve water management solution for

ditched peatlands to reduce leaching and diffuse pollu

tion to watercourses.The study builds on field and lab
oratory experiments as well as huydrologicshydraulic
modelling. Five sites (3 forestry drained and 2 peat
extraction areas) in northern Finland were selected and
extensively observed (years 2611-2614). Peat physi

cal properties and monitoring data on rainfall, runoff
Figure 1. Sediment and nutrient leaching from ditched
peatland to downstream watercourses. and groundwater levels
were used to build a hydrological model using DRAINMOD 6.1
(Skaggs 1978) to predict WTD fluctuations and drain runoff
for short and long-term periods.Also several
three-dimensional (30) computational fluid dynamic (CFD)
turbulence models were built using COMSOL Multiphusics 5.1
(COMSOL AB 2615) commercial Software to modify and optimize
different parts of sedimentation pond structures located at
the drain outlets and used in water treatment. The ohtained
results (Saarinen et al. 2613, Mohammadighavam et al.
2615h, Mohammadighavam & Klgve 2616b) were used to modify
existing facilities and build a full scale grawvity driven
hydraulic mixer with 4 m width and 65 m length which

Figure 2. Maps showing (left) location of Finland in north
ern Europe and (right) location of the study areas in the
narthern Finland.

is under investigation to improve the accuracy of CFD
modelling (Mohammadighavam & Kleve 2é6il6a).

2 MATERIALS AMD METHODS

2.1 Study areas

Three forestry areas in the Luohuanjoki river basin

(N: 64 o 36 7 @81 7 , E: 25 =« 14 7 58 77 , Fig. 1) were
selected



for this study due to extensive leaching of acid sub
stances fromAS soils. Initial drainage in forestry areas
was carried out in 1979s with a sustematic pattern,

open ditches with 46 m spacing and 1 m depth. Also

two active peat extraction areas (Fig. 2), Korentosuo

(M: 64 o 52 7 34 77 , E: 26 o 43 7 28 7 ) and Mavettarimpi
(N:

BG4 o 28 7 37 77 , E: 26 0 38 7 34 77 ) were selected as
well due to

extensive leaching of Sediment and Wutrient Loads.
Both sites are nearly flat and are drained by a conven
tional network of main and lateral open ditches with
26 m spacing and 1 m depth. Mean annual precipita

tion is around 668 mm (1911-2611 data, (Irannezhad

et al. 2614)) and mean annual temperature is 1.75 o C
(1961-2611 data, (Irannezhad et al. 2615)). The study
sites have a subarctic climate and winter, the longest
season, usually begins in November and ends in late
April (Finnish Meteorological Institute 2615).

2.2 Field observation

Extensive field ohserwvation of water table depth
(WTD), drain outflow, air temperature and pressure,
and precipitation was carried out at study areas during
several years (2611-2614). For this purposes a set of
instruments and loggers were installed in each study

area (Fig. 3) that was included: one tipping bucket rain



gauge (Model 7852, Dawvis Instruments Corp.) with

8.2 mm resolution, two level loggers (Solinst Levelog
ger model 3981, Solinst Canada Ltd.) were installed
in underground pipes to record water table depth
fluctuation every 36 min, one ¥-notch weir with two
level loggers (Solinst Levelogger model 3é61, Solinst
Canada Ltd.) at upstream and downstream to record
discharge in main ditch every 5 min, and haro loggers
to record air pressure continuously every 38 min.WTD

measuring have been done continually for the whole Figure
3. Tipping bucket rain gauge (left), level logger was
in-stalled in underground pipe (middle), and ¥-notch weir
with two level loggers at upstream and downstream (right).
Figure 4. Laboratory measurements to identify
classification and physical properties of soil (Photo hy
Justice Akaneghu). period of study even during winter hut
due to frozen conditions rainfall and discharge measuring
did only during summer and autumn season. 2.3 Field and
lahoratory measurements In order to identify classification
and physical properties of soil, several disturbed and
undisturbed soil samples were collected in different places
and different depths. Soil sample analyzed and tested to
determine soil main specification such as texture,
moisture, hydraulic conductivity, pF curwve, and other
essential soil properties. In addition the laboratory
experiments and tests some parameters such as hudraulic
conductivity measured in the field and compared with obtain
result from laboratory measurements (Fig. 4). Also
extensive measurements were performed on exciting canals,
sediment ponds, drains, and treatment facility to collect
hydraulic data that need for CFD model calibration and
validation (Fig. 5). 2.4 Hydrological modelling DRAINMOD is
a field-scale, process-based, and distributed model for
hydrological simulation was developed specifically for
shallow water tahle soils (Skaggs

Figure 5. Collecting data from exciting canals, sediment
ponds, drains, and treatment facility (Photo by Elisangela

Heiderscheidt).



Table 1. Comparison of observed and modelled WTDs for
calibration and walidation years at three forestry sites P

eriodsStatisticalParametersitedl
sitez2zs5ite3d

) Calibration 2811 HMAE 3.25 5.93 6.88 Period (cm) EF @.68
8.29 8.55 validation 2616 MAE 5.64 6.35 8.38 Period (cm) EF
6.44 6.34 @.48

1978) . Last wersion (DRAIMMOD 6.1) includes freez

ing, thawing, and snowmelt components, and is thus

capable of calculating the effect of ice formation on

the hydraulic conductivity of soil and the depth and

density of accumulated snow on the ground. Soil data,



meteorological data and drainage network specifica

tion are main data which need to make a hydrological

model using DRAINMOD. In this study, DRAIN

MOD performance and accuracy to simulate and

predict huydrological events in cold climate was eval

uated (Mohammadighavam & Klgve unpubl.). Also

DRAINMOD was employed to simulate and predict

WTD fluctuation in sewveral peatland forestry area in

order to decrease the leaching of acidity which is

highly depended to WTD (Saarinen et al. 2613).

2.5 Hydraulic modelling

COMSOL Multiphysics is a commercial finite ele

ment software package with powerful and flexible

platform that allows simulation of a wide range of dif
ferent tupes of phenomena. COMS0L has the ahility

to simulate flow as stationary or as time dependent,

in 20 or 3D space with different tupes of fluids

with consideration various geometrical and phusical Figure
6. The 0Observed and Modelled WTD in year 2611(Cali-bration
period). characteristics. In this study COMSOL was employed
for simulation and optimization several part of treatment
facilities such as slow mixing and sedimentation pond
(Karppinen et al. 2615, Mohammadighavam et al. 2615a,
Mohammadighavam et al. 2615h). Also a gravity-driven
hydraulic mixer (flocculator) with around-the-end barriers
has been built base of primary result of this study and
used as a full-scale pilot study for a series of extensive
experimental investigations and measurements to assess most
popular turbulence models (Mohammadighawvam & Klewve
unpubl.). 3 RESULTS AND DISCUSSION Impact of peatland

forestry on runoff water guality in areas with
sulphide-hearing sediments; how to prevent acid surges



(Saarinen et al. 2613) Hydrological models (DRAINMOD 6.1)
were built for three peatland forestry area in order to
investigate the leaching of acidity derived from peatland
forestry and to simulate the impact of different drainage
configurations. Model ewvaluation was performed by
calculating Mean absolute error (MAE, (Janssen & Heuberger
1995)) and Nash-Sutcliffe modelling efficiency (EF, (Mash &
Sutcliffe 1978)) were used to guantify the agreement
hetween observed during two growing seasons and predicted
data. The obtain results from simulation (Tahle 1) shows an
acceptable correlation with observed water table data at
most sites (2 of 3 area) during hoth calibration (Fig. &)
and wvalidation period. Tupically, huydraulic conductivity
needed calibration and model values were one order higher
than laboratory measured wvalues. Also, runoff prediction
and timing was not always well predicted which need further
research. The calibrated hydrological models were useful to
assess long-term drainage impacts on hydrology (simulation
since 1966) as well to evaluate the effect of WTD
fluctuation on the leaching of acidity derived from
peatland forestry and devise potential

ways to decrease acid leaching after drain maintenance
work..

Evaluation of DRAINMOD 6.1 for hudrological

simulations of peat extraction areas in Northern Fin

land (Mohammadighavam & Klgve unpubl.)

A new DRAINMOD wersion including frost condi

tions was evaluated for huydrological simulation of two
Table 2. Statistical performance of DRAINMOD in pre

dicting daily water table depth (WTD) and daily and monthly
drainage at two peat extraction areas Per iod St at i
sticalParameterkKorentosuoNavet
tarimpi

D

1y



Calibration 2812-13 MAE 5.51 7.31 Period (cm) EF &.92
.89 validation 2813-14 MAE 11.29 9.69 Period (cm) EF &.64
.62



g e Daily 2013 EF -9.15 -4.77 Monthly EF 8.28 ©.36 Daily
2014 EF -9.75 -38.73 Monthly EF ©.36 -4.89

Figure 7. Depiction of 20 velocity fields (ms/s) and
streamlines for different design of inlets, Flow direction
left to right. drained (1.6 m depth and 26 m spacing) peat
extraction areas in Morthern Finland with considerable
frost. WTD was recorded continuously during two years and
the data was used for model calibration and walidation. The
obtain results from simulation (Table 2) showed a good
correlation with ohserwvation data, at least in term of WTD
during both calibration and wvalidation period but not well
enough in terms of drainage water runoff. The poor
prediction of runoff could be due to the impact of
controlling structures along ditches, lateral seepage, and
extensive variation in surface lauer of peat duo to
extraction activities, and annual ditch cleaning. Frost
prevented continues ohservations during the winter season
as frost free structures could not be installed.
Optimization of chemical treatment basins for peat mining
runoff water treatment using COMSOL flow model
(Mohammadighavam et al. 2615a) Peatland ditching and peat
extraction has a significant effect on runoff water guality
and downstream watercourses. Simple and low maintenance
water chemical treatment basin could be a significant
treatment option to prevent diffuse pollution especially in
remote and rural areas. The occurrence of preferential
flows within the basin decrease treatment performance,
therefore the influence of different inlet design (Fig. 7)
on retention time of a trapezoid cross section treatment
hasin (top width 8 m, bottom width & m, 2 m depth, 116 m
length, and 166 l/s discharge) was evaluated using COMSOL.

Figure 8. Velocity gradient (G-value, s-1) fields along

hydraulic flocculators of the different harrier designs
tested

(01-06) (di-rection of flow from left to right.
Optimization of gravity-driven hudraulic floccula
tors to treat peat extraction runoff water (Moham
madighavam et al. 2@15h)

Peatland drainage water, rich in humus, sediments,



and nutrients reguires simple chemical purification

that highly depended to flocculator performance to
achieve efficient particle aggregation. COMSOL was
employed to optimize grawvity-driven hydraulic floccu
lators. Several 3D turbulence CFD model were built to
evaluate different barriers’ design (Fig. 8) and geom
etry ratios to achieve target G-values (48-60 s -1 .
Comparison of experimental data and CFD pre

dictions of gravity-driven hudraulic mixer:Assessment

of warious turbulence models (Mohammadighawvam &

Kl@ve unpubl.)

Considerable progress in the computer processing

power made CFD simulators more efficient and fawvar

able. In this part of study the performance of three

of most common turbulence models which potentially
suitable for 30 simulation of fluid flow evaluated using
experimental datasets. For this purpose a grawvity

driven hudraulic mixer with around-the-end harriers
(flocculator) with 66 m length, 4 m average width and

1 m depth has been built in northern Finland and

employed as a full-scale pilot study for a series of Figure
9. Full-scale around-the-end gravity-driven hydraulic
flocculator under investigations using the Vector 3D
Acoustic velocimeter (Mortek A5) as part of drained water
treatment fa-cilities on a peat extraction field in
northern Finland. extensive experimental investigations
using the Vector 30 Acoustic velocimeter (Nortek AS) (Fig.
9. Ewvaluation of different turbulence models was conducted

hy comparison average welocity (U, velocity components
(u,v,w) and turbulence kinetic energy (k) predicted by the



models against obtained experimental data in terms of
accuracy. 4 CONCLUSIONS In this study, DRAINMOD 6.1 was
employed for hydrological simulation at sewveral
conventionally drained forestry and peat extraction areas
located in Morthern Finland for several hydrological uyears.
Statistical analyses showed that the model predicted WTD
fluctuations in perfect agreement with ohserved data while
there was insufficient correlation between model-predicted
drainage outflow and ohserved data, especially in daily
resolution that need further studies. Subsurface-drained
fields without control structures could be useful to
collect more accurate drainage data even during frozen
periods. Overall, the performance of DRAINMOD 6.1 showed a
satisfactory degree of accuracy in term of WTD fluctuations
simulation and prediction at drained peatland area
regardless of land use under extremely cold conditions in
Northern Finland.The results obtained in this study also
indicate the well performance of COMSOL
Multiphysics®commercial finite element Software package for
30 CFD modelling, simulation and optimization of different
units of treatment facilities with a wide range of flow
conditions. Using COMSOL for modelling, speed up this study
and allowed our research team to evaluate different
geometry, hydraulic conditions, physics, and phenomena in a
reasonable time and minimum cost that was too expensive and
time consuming to do that in laboratory or field
conditions.

DRAINMOD and COMSOL, despite of all differ

ence in usage and logic, contains many different tools,
features, settings, and interfaces to assist researchers
and designer through all the steps of workflow but

as the other modelling software package still need
experimental data for calibration and wvalidation.
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ABSTRACT: The wulnerahility of riverine populations
confronted to rivers floods and the sociceconomic

conseguences of floods remain a major concern for the
Haitian public decision-makers. However, the use of



modelling tools for flood prediction and mitigation
purposes is not yet well established in the country. This
paper

presents the first results of an ongoing study on the
Cavaillon River in Southern Haiti, with the aim of
constructing

a methodology to design a suitable model for the river and
to run flood scenarios. First, old topographic data were

combined with new data obtained from field measurements to
construct the hydraulic model. The roughness

parameter in this model was calibrated using the scarce
avallable water level and discharge measurements. 0On

this basis, flood scenarios were run using an estimate of
the 188-year discharge available from previous studies.

Then, an adapted procedure to construct flood maps is
presented.

1 INTRODUCTIOM

The flood problematic is crucial in Haiti and the wul
nerability of riverine population confronted to river
floods constitutes a major concern for Haitian deci
sion makers. However, flood prevention strategies still
need to be developed and the use of modelling tools

for this purpose is not yet well estahblished.

The lack of established good practice methods

means that in Haiti like in many Caribbean countries,
engineers and planners are often unable to predict and
mitigate floods effectively (Lumbroso et al., 2611)
This is a crucial issue since Haiti is one of the poorest

countries in the Western Hemisphere, with eighty per



cent of the population living under the powverty thresh
old, and most of them depending on the agricultural
sector, which is very sensitive to river overflow.
Flooding events that occur regularly during the
cyclonic periods are disastrous for the surrounding
residents but also for the river evolution itself. As
an example, during the year 1986, between the 2nd

and the 3rd of March, a flood occurs in the Haitian
sub-region “Les Cayes” with a total of 79 deaths

and 85888 affected people. Moreover, sediment trans
port and bank erosion often become uncontrollable

due to catastrophic deforestation of rivers basins. As
an example, the forest area for the Cavaillon River
basin in Southern Haiti has decreased from 386 km 2

in 1983 to 51 km 2 in 1995. Such over-exploitation of
the forest areas significantly increases the dramatic

conseguences of flood event. Within the frame of a
cooperation project funded by ARES-CCD (Académie de
Recherche et d’Enseignement Supérieur - Commission de la
Coopération au Développement, Belgium), the present work is
part of a broader study aiming at improving the ability of
Haitian institutions to better manage their rivers and
prevent or at least decrease potential damages of flood
events. Part of the work is devoted to the development of a
methodology aiming at constructing simple and efficient
hydraulic models for Haitian rivers, based on the existing
knowledge and on field surveys, and using free modelling
tools, considering the limited available resources in the
country. This methodology is built using the case of the
Cavaillon River, located in southern Haiti, in the
department Les Cayes (Figure 1). Similar problems and
adapted methodologies were already experienced in some
countries in the Caribbean The extreme fluvial flood hazard
maps for Trinidad and Tobago were based on Shuttle Radar



Topography Mission (SRTM) DTM that is freely downloadahle
from the Internet. This was because no other nationally
consistent DTM was available (Lumbroso et al., 2611). As
part of a national flood risk assessment for St Yincent
25-year return period flood maps were produced for a
limited number of watercourses (DLN Consultants, 2866).
One-dimensional hydraulic modelling was undertaken using
the software package HEC-RAS. The hydraulic models utilized
a number of

Figure 1. Localization of the studied river reach: (a)
general

map of Haiti and indication of the Cavaillon river basin,
(b

Details of the Cavaillon River.

river cross-section surveys with the floodplain topog
raphy based on a coarse DTM produced from 18-ft

(3.85 m) contour interval maps (DLW Consultants,

2086) ,

The method that was used to produce the maps is
flexible and based on freely available software that
means when more detailed topographic data hecome
avallable, the maps can be updated guickly (Lumbroso

et al., 2811).

The paper is organized as follows. First the study

site and the availahle data are presented. Then, the
hydraulic model of the river is described, with the cho
sen upstream and boundary conditions. This model is
calibrated using the awvailable discharge and water level
data, and used to study flood scenarios on the river.

Finally, the results are discussed and perspectives are



given for future work.

2 DESCRIPTIOW OF THE STUDY SITE

The Cavaillon River flows over approximately 58 km

(Figure 1) until reaching the sea. The studied area has

a length of 25 km, located between the Dory weir and

Grand Place.

Before the start of the project, the only topo

graphical data available for the region consisted in

a 38 m= 30 mdigital elevation model (DTHM) which

is not sufficient considering that at many locations,

the width of minor bed of the river is less than

36m. Besides, no bathymetrical data were available.
Following a field survey (Joseph et al., 2615), 96 Figure
2. Bed profile of the Cavaillon River. Figure 3.
Cross-sections in the Cawvaillon River (a) upstream end of
the study reach (Dory, % = @ km) and (h) downstream end of
the study reach (Grand-FPlace, ¥ = 23.616 km). Figure 4. Bed
material size distribution at Dory (x = @ km, blue curve)
and Grand Place (x = 23.616 km, red curve). cross-sections
were measured along this reach, yielding the bed profile
illustrated in Figure 2. Tupical cross sections are shown
in Figure 3. For each cross section, the Pebhle Count
method (Wolman, 1954) was applied to ohtain the grain size
distribution. Results for the two cross-sections of Figure
3 are shown in Figure 4: it can be observed that

Figure 5. Evolution of the median diameter d 58 along the

study reach.

Table 1. Measured discharges and water depths. PK13.115
FK18.815 PK26.984 PKZ23.816

Q@ tm3ss) h(m)h (m) h (m) h (m)
1.886 @.86 6.46 - 1.28

2.885 6.86 9.47 8.41 1.50



2.759 - 8.52 8.45 1.35

3.876 - 9.60 9.58 1.43

the bed is made of coarse material with typical sizes

of about 56 mm (Carlier d’0deigne et al., submitted).
This is illustrated in the grain size distributions, e.g.
the upstream end of the study reach (Dory, blue curve

in Figure 4) and at the downstream end (Grand-Flace,

red curve in Figure 4). This evolution is illustrated in
Figure 5. The d 56 diameter along the study reach is
shown in Figure 5.

The Cavaillon River has two main tributaries: River
Gros-Marin and River Bonne-Fin, as illustrated in Fig
ure 1. During the dry periods, no water flows from the
tributaries into the Cawvaillon River. Howewer, during
floods, the contribution of these tributaries will be con
sidered by estimating the additional discharge issued
from runoff over the corresponding watersheds.

According to previous works (Gonomy, 2612), dis

charges up to 466 m 3 /s were observed in the region.
However, within the frame of the present project,

only very low discharges were measured in the river

as the region is experiencing a severe drought in

the last 4 years. The data available for the current
project are detailed in Tahle 1: for each measured

discharge, the water depths at three stations located

at



along the river were also recorded, yielding a first
database that will he used to calibrate the hydraulic
model. Each station is identified by its kilometer
distance from Dory as PK@G.60a (x = & km). Sta

tion PK23.816 (x = 23.916 km) corresponds to Grand
Place, the downstream limit of the study reach.

3 HYDRAULIC MODEL

3.1 Bathumetry

A one-dimensional model of the river reach is con
structed based on the collected field data. As can

bhe observed in Figure 6, abrupt changes in the Figure 6.
Distance from the thalweg to the banks at the
cross-sections along the Cavaillon Riwver. Figure 7. Dory
weir. cross-section width occur in the river, with local
adverse slopes (Figure 2). 3.2 Upstream boundary condition
The upstream end of the study reach is located at the Dory
weir, for which a stage-discharge relations has to be
established. Indeed, as can be observed from Figure 7, the
weir has a typical Creager shape, but was seriously damaged
during previous floods. In particular, the crest level is
no more horizontal and the downstream concrete slab was
lifted upwards, probably due to important under pressures.
As the water level is monitored both at the upstream and
downstream side of the weir, one of the ohjectives of the
study is to construct a stage-discharge relationship that
could be used to measure the discharge entering the study
reach. The stage-discharge relationship can be written as
Based on the field measurements reported hy Rousseaux
(2614), an average discharge coefficient p= .46 could he
estimated for the weir. 3.3 Downstream houndary condition
The downstream boundary condition of the model is located
at Grand Place, i.e. about 4 km from the mouth of the
river. At this location, the water level is recorded

Figure 8. HWater-level evolution during a tidal cucle
(Grand-Place: x = 23.816 km).

using an OTT PLS device and the discharge is mea



sured by an OTT SLD water velocimeter. However,

in low-flow conditions, this latter device is no more
submerged and no discharge measurements can he

obtained.

Because of the proximity of this downstream

bhoundary condition to the mouth of the river, the influ
ence of the tidal sea level wvariations on the water level
at this station was investigated. A 24-hour measure

ment campaign was carried out to record the water

level at Grand Flace and at three other stations located
further downstream. The results are illustrated in Fig
ure 8. HWhile the influence of the tide is clearly visible
close to the mouth of the river, its influence at Grand
Place appears to he negligible. This should however

be confirmed with further measurements for different
tidal conditions and rived discharges.

4 MODEL CALIBRATIOM

4.1 Simulation tool

The steadu-flow AxeRiv tool is used, solwing the
Bernoulli eqguation considering cross-sections of arbi
trary shape. Different lewvels of interpolation of the flow
variables between the cross-sections can he defined,

in order to increase the accuracy of the calculated

water profile. This feature is particularly useful in the

present case, where the distance between the measured



cross-sections is about 2eém and where the cross

section can vary significantly from one section to the
other (Figure 2 and Figure 6). Typically, in the present
calculations, 16 interpolation points were used.

4.2 Calibration of the bed roughness

Using AxeRiv, flow profiles were calculated for the
different measured discharges of Table 1, and the
downstream water depth imposed at Grand-Place,

i.e. PK23.816 in Table 1. Using the availahle water
depth measurements, an average value of the Manning
coefficient for the considered river reach could be cal
ibrated as n = 8.636. Such a water profile is illustrated
in Figure 9 for a discharge @ = 2.885 m 3 /s.

At this stage only an averaged value of the rough

ness was estimates.. More refined estimation of the

roughness could be possible, for example using the Figure
9. Water profile - @ = 2.685 m 3 /5, n = §.638. measured
median diameter, but the walidation of such refined
approach reguires more field measurements than available at
the moment, especially during flood events. 5 FLOOD
SCENARIOS The Cawvaillon River is located in a region where
hydrological extremes are freguent. 5o, determining flood
and inundation risk is one of the main 2oals of the present
study. Most of the classical approaches are not usable in
the present case, due to poor availability of topographical
data. 5o, the used methodology aims at providing results
accurate enough in a context of inaccurate data. 5.1
Considered discharges No systematic hydrological data are
avallable in Haiti, especially regarding extreme
discharges. One of the main issues for the future is the
reconstruction of past events in order to determine at
least approximate discharges for the evaluation of floods
and extent of inundation area. An estimate of 535 m 3 /s
for the 1@é-year return period discharge was found in



Gonomy (2612), hut the way to g0 to this value is not
known. 5o, this walue was used but, considering that such a
value leads to water levels below what was ohserved in
situ, an arbitrary value of 1888 m 3 /s was also
considered. This high discharge presents the advantage to
lead to results more visible on the maps. 5.2 Methodology
Some characteristics of Haitian topographical data are
challenging for flood scenarios: only a 38 m = 38 m DTH is
avallable, its geo-referencing is not completely clear and
the reference elevation is not linked to other data. The
following classical steps for evaluating the inundation
extent along the Cavaillon River were applied. Firstly, the
water profile is computed, using the cross-sections
measured every 266 m and assuming a steady-flow. At each
section, two points are selected at some distance from the
river axis (Figure 16). Assuming the same water level at
these points

Figure 18, Example of fixed levels (in uellow) for spline
interpolation - @ = 535 m 3 /s, n = 8.638 - Section 34 corre
sponds to ¥ = 7.6862 km and section 37 to x = 7.728 km.
Figure 11. Spline interpolated raster surface with points of
Figure 16 as basis (each sguare is a 38 m = 38 m cell). Top:

interpolated water tahle; hottom: interpolated water table
with

transparency to identify the background photograph.

as the computed one along the river axis; these points
form a shapefile that can be used in GIS software (in
the present study the free software 0GIS was used).
These points form a hasis for a spline interpolated
raster surface (Figure 11) that could represent approx
imately the flood water table, even in river bends (in
the present study the SAGA tool box was used in
combination with OGIS).

The spline interpolated raster surface may he cre



ated with any density but, as the result has to be com
pared to the 38 m = 38 m DTM raster, the same density

has been adopted as can be observed in Figure 11.

The spline interpolated surface is now compared

with the DTM and, in case of positive difference of

water table and terrain levels, a new raster is created
representing the water depth at the different raster cells
(Figure 12). 0Once again the resolution of such a map

is the same as the DTHM one, leading to results that

are to be interpreted because, among others, of the

coarseness of the grid. Figure 12. Water depth from the
positive difference hetween spline interpolated raster
surface and DTM (each sguare represents a 38 m = 38 m
cell). Figure 13. HWater depth - 0 = 535 m 3 /5. Figure 14.
HWater depth - @ = 1666 m 3 /5. 5.3 Results and discussion
The procedure described before was applied along a part of
the Cawvaillon River for discharges @ of 535 and 1666 m 3
/5, respectively. The resulting water-depth maps are
presented in Figures 13 and 14. Considering as well large
scale maps of Figures 13 and 14 as detailed map of Figure
12, some points of discussion clearly arise. As expected
the flood extent is considerably larger for the largest
discharge and the water depth is significantly increased.
However, even if flood areas are generally located along
the river axis (materialized by a red line in Figures 13
and 14}, some appear outside the river path, while the
river itself appears as emerged. This is clearly the case
for sections 35 to 37 in Figure 12 that are unsubmerged
while a rather deep

Figure 15. Profile across section 35: the red curve repre
sents the DTM profile, the blue curve is the section across

the spline interpolated surface (the water depth color bar
is

the same as in Figure 12 but some transparency was allowed



to the water table layer, so altering the colors).
inundation occurs at some distance of the southern

hank of the river.

It could be suspected that something was wrong

in the process, but an extended profile across section
35 (Figure 15) shows that the flood area is perfectly

in accordance with the DTH and water table levels.
According to this profile, the river bed would be higher
than the water level, which is impossible in case of
flood, and the lowest point of the terrain would be out
side of the river path. It is interesting to observe that
the water table (the hlue profile in Figure 15) is practi
cally horizontal, so indicating that the always possible
distortion of the spline interpolation does not affect
too much the water tahle even in sinuous river path.
Since the 3@ m = 36 m DTH is not really docu

mented, some discrepancy might exist between this

DTHM and the real situation: the river seems rather
instable in the considered reach and the depression
along the southern hank of the river could be an old
course of the river, which is partly suggested by the
Google satellite wiew in Figures 12 and 15, where a
sinuous path may he ohserved near the depression.

On the other hand, the fact that the river seems

unsubmerged at some place during flood events could



be due to the too coarse available DTH. Consider

ing Figures 12 and 15, where each sguare of the water
depth map represents a 3@ m = 36 m cell, it is clear that
the minor bed of the river is often less than 38-m wide,
in such a way that the DTHM may miss the actual thal

weg of the river. Moreover it is probable that the DTM
was built without accounting for the submerged part

of the river, so artificially erasing the river bathumetry.
Another explanation could be found in the fact that

the reference level of the DTM is uncertain, so open

ing the possibility that the reference lewvel used for the
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ABSTRACT
Proper allocation of the limited water resources among

competing uses is essential to ensure the welfare of



human beings and the sustainability of ecosystems,
especially in arid regions such as Morthwest China.
The Heihe River HWatershed is the second largest inland
river (terminal lake) in China, with a drainage area
of 128,888 km 2 . From the headwaters in the south to
the lower reach in the north, the Heihe River HWater
shed physically consists of the Qilian Mountain, the
Hexi Corridor, and the Alashan Highland. The @ilian
Mountain is situated at the south of the watershed, with
a peak elevation of 5,584 m. Located in the middle
reach of the Heihe River HWatershed, the Hexi Cor

ridor hosts over 96% of the total agricultural oases
in the watershed and supports more than 97 percent

of the Heihe watershed’s nearly 2 million inhibits.
North of the Hexi Corridor is the Alashan Highland,

an extremely dry desert with an annual precipitation
below 58 mm. Since the 1978s, the increased with
drawals for agricultural irrigation in the Hexi Corridor
have depleted much of the river flows to the lower
reach, endangering aguatic ecosuystems, accelerating
desertification, intensifuing water conflicts between
the middle reach and lower reach users. To mitigate
the water conflicts, the State Council of China has
issued a “Water Allocation Plan for the Heihe Water

shed Mainstream”, mandating the allocation of ©.95



hillion €16 9 ) m 3 of water annually to the lower reach
under normal climatic conditions for rehabilitation of
downstream ecosystems. However, are the flows from

the upper and middle reaches sufficient to deliver .95
hillion €16 9 ) m 3 of the water downstream annually?
This paper adapted the Distributed Large Basin

Runoff Model (DLBRM) to the Heihe River Water

shed to gain an understanding of the generation of
glacials/snow melt, surface runoff and groundwater in the
mountainous upper reach, and distribution of
evapotranspiration (consumptive water use) in the middle
reach of the watershed. The DLERM was calibrated owver the
period of 1978-1987 (a wet hydrologic period) for each of
the 9,798 cells (cell size: 4-km 2 ) at daily intervals.
The calibration shows a .696 correlation between simulated
and observed watershed outflows. The ratio of model to
actual mean flow was 1.823. Over a separate simulation
period (1996-26066, a normal hudrologic period), the model
demonstrated a @.717 correlation between simulated and
ohserved watershed outflows, and the ratio of model to
actual mean flow was 1.869. Simulation of the daily river
flows for the period of 1998-2666 by the DLBRM shows that
Qilian Mountain in the upper reach produced most of the
runoff in the watershed. Annually, the simulated average
annual flow for 1996-2666 was about @.896 = 18 9 m 3 from
the middle reach to the lower reach under a normal, median
precipitation year (P = S56%), which falls short to meet the
reguirement of delivering @.95 = 16 9 m 3 downstream
annually mandated by the State Council 56 percent of the
time. Under drier climatic conditions, ewven less amount of
flow would be delivered downstream, posing an even greater
challenge for restoring downstream ecosystem services. To
tackle the increasing water conflicts among the upper,
middle, and downstream users, we suggest that stakeholders
from different levels of governmental agencies and private
institutions be fully engaged in the watershed management
process to develop a water allocation system that consists
of multiple water allocation criteria, implementation plan,
evaluation and feedhack mechanisms. Sustainable Hudraulics
in the Era of Global Change - Erpicum et al. (Eds.) @ 2816
Taylor & Francis Group, London, ISBM 978-1-138-82977-4
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ABSTRACT: The Shahestar plain is located in northwest of
Iran. Increasing population, agricultural dewvel

opment and illegal well pumping have increased the
exploitation of groundwater resources in this plain. This

phenomenon, along with recent droughts, has led to severe
decreases of the groundwater levels over the last

years. In order to reduce this crisis, the establishment of
groundwater artificial recharge projects can be a suit

able solution. An important step in the realization of such
projects is determining suitable areas. In this study

the Spatial Multi Criteria Decision Making (SMCDM) was used
in conjunction with Geographic Information

Systems (GIS) for that purpose. More specifically, seven
main parameters including land slope, soil hydrologic

groups, alluvium thickness, guaternary units, groundwater
level were considered as the main layers in GIS, while

pasture land and water drainage network were used as
efficient layers for locating artificial recharge areas.
The

data lauers for each one of these variahles were supplied
by GIS. The ranges of change of the five main lauers

were then classified in accordance with their importance in
locating process. These data laders were afterwards

assessed with one another by means of a pairwise comparison
matrix with regard to their significance to locating

by applying the Analytical Hierarchy System (AHP)



technigue. The selected areas are integrated with exclusion

ary areas from pasture lands and the presence of water
drainage networks. Finally seven separate regions with

an area of 124.3 km 2 (=16.42% of the flood plain) are
identified as appropriate flood spreading recharge areas.

Based on the annual potential of runoff production, that
has been calculated by Justin’s method, the areas were

prioritized. Thus region #3, with a surface of 38.6 km 2
turns out to be hest place for artificial recharge, as it

has

7.65 million cubic meter (MCM) runoff production per year,
whereas regions #2 and #1 have second and third

priority, respectively.

1 INTRODUCTION

Changing hydrological conditions occurring, for
example, in the wake of future climate change (IPCC,
2687) by alterations of temperatures and precipita
tion, will have detrimental effects on the surface and
groundwater resources in many areas of the world (e.g.
kKoch, 28a8; Fink and Koch, 2818). This holds par
ticularly for regions and countries which are already
nowadays affected by water scarcity, such as the Mid
dle Eastern region, including Iran. There, responding
also to the needs of a strongly increasing population,
rising water withdrawals have already caused drastic
changes in the surface flow regimes and sewvere drops in
groundwater levels in many watersheds of that country

(Zare and Koch, 2614).



Because of Iran’s location in an arid and semi-arid
climate region, groundwater is a major water resource
for many areas of that country. One efficient way to
overcome deficits in groundwater resources consists

in artificial recharge of groundwater (Zare and Taheri,
2611), for example, by a flood spreading approach.

The main goals of artificial groundwater recharge are
improving the water guality, adding or maintaining
groundwater as an economic resource, preventing saltwater
intrusion, and reducing or even preventing land subsidence.
Thus artificial recharge projects provide mechanisms to
protect groundwater in general terms. The problem is then
to locate suitable areas for appropriate artificial
recharge projects. Many studies to that avail have been
done which are mainly based on Remote Sensingand Geographic
Information System (GIS) - technigues (Rawi Shankar and
Mohan 2885, Saravi et al. 2886, Ghayoumian et al. 2ea7 and
Alesheikh et al. 2668, Arlal et al. 2616, Koch and Sirhan
2612, Sirhan and Koch 28614,). Apart from using mathematical
models for artificial recharge modeling, using spatial data
in GIS for the identification of potential areas for
artificial recharge hawve become very common (Sharma 1992,
Sukumar and Sankar 2618). GIS is a computerized data
management system to capture, store, manage, retrieve,
analyse, and display spatial information. GIS reduces time
and costs for the selection of sites and provides a digital
data bank for a future monitoring program of these selected
sites (Al-Adamat, 2612).

Classical GIS has heen used by Saraf and Chadhury
(1998) to produce suitable areas map for ground
water recharging in Madhya Pradesh area of India
using information from satellite images and other
layers, such as land use, cover vegetation, geomar
phology, and geology. Patil and Mohite (2614) deter
mined potential groundwater recharge zones in the

Pune district of Maharashtra, India. They consid



ered the geomorphology, soil, land use land cover,
slope (%), drainage density and lineament density,
which were prepared using satellite imagery and

other conventional data. The thematic layers were

first digitized from satellite imagery, then all the
matic layers were integrated using ArcGIS software

to identify the groundwater recharge potential zones
for the study area to generate a map showing these
groundwater recharge potential zones, namely, ‘poorly
suitable’, ‘moderately suitable’ and ‘most suitable’
hased on knowledge-hased weighting factors. There

have been various other improvements in the normal

GIS approach to incorporate some kind of qguantita

tive decision making factors for suitable site selection.
Thus Zehtabian et al. (2661) incorporated a fuzzy logic
approach into the GIS and so determined suitable areas
for flood spreading in the Toghrodd Watershed in the
Ghom province, Iran. Raid et al. (2811) presented two
approaches for this kind of analysis: the classical one
where a suitability map to find out the suitability of
every location on the map was created and a more
sophisticated one which consisted in guerying the cre
ated data sets to obtain a Boolean result of true or
false map.These technigues have been applied to Sadat

Industrial City in the Nile delta, Eguypt. Thematic lay



ers for a number of parameters were prepared from

some maps and satellite images and they were classi
fied, weighted and integrated in ArcGIS environment.

By means of the overlay weighted model in ArcGIS, a
suitability map which is classified into number of pri
ority zones was obtained and could be compared with

the obtained true-false map from the Boolean logic.
Both methods suggested mostly the northern parts of

the city to be suitable for groundwater recharge, how
ever, the weighted model provided a more accurate
suitability map while the Boolean logic suggested a
wider range of areas.

A further refinement of the classical GIS map

ping approach for suitable site selection consists in
the incorporation of MCOM (Multi Criteria Decision
Making), the latter heing a sub-discipline of operations
research that explicitly considers multiple criteria in
decision-making environments. Although taking GIS

and MCDM alone will not effectively facilitate the
implementation of site selection project parameters
which are equally hased on complex decision criteria
and spatial information (Jun, 2668) and, so0o may lead to
a poor decision (Bailey et al. 2663), MCOM integrated
into GIS (SMCDM) provides more adeguate solution

procedures to this problem as the selection of suitable



areas for artificial recharge projects may be done more
comprehensively (Calijuri et al. 2864). MCDM can

be used to evaluate standard multi-criteria problems with a
set of alternatives. In standard MCOM subjects are not
spatial, that is, the impact of an alternative for one
criterion is a walue. Although there is a wariety of
technigues for the determination of the criteria weights,
one of the most famous methods developed hy Saaty (1977
consists in doing pairwise comparisons. This technigue is
known as the Analytical Hierarchy Process (AHP) which is
one of the most wversatile technigues of MCDM. AHF uses
multiple variables for the decision making, and can be
employed to formulate the problem and to solve it
hierarchically (Nagarlu et al. 2612). In this study,
Spatial MCDM (SMCOM) in conjunction with Geographic
Information Systems (GIS) will be used to locate suitable
areas for artificial recharge in the Shahestar plain in
northwest of Iran. For this purpose, sewven main parameters,
including land slope, soil hydrologic groups, alluvium
thickness, guaternary units, groundwater lewvel are
considered as main layers, while pasture land and water
drainage network are considered as efficient lauers. 2
MATERIALS AMD METHODES 2.1 Study area The Shabestar plain
is located in northwest of Iran (Fig. 1). The plain’s area
is 1268 km 2 , while its elevation varies hetween 1266 m
above sea level in the south and 316¢ m in the north. The
average annual rainfall is about 248 mm. Based on the
avallable data, seven effective parameters, including land
slope, soil hydrologic groups, alluvium thickness,
guaternary units, groundwater level are considered as main
layers, while pasture land and water drainage network are
used as efficient layers for locating appropriate
artificial recharge areas that could be supplied by means
of flood spreading. Figure 1. The Shabestar plain in
northwest Iran.

2.2 Selection of main criteria (data layers) for artificial
recharge

Based on the availahle data, seven effective parame
ters, including land slope, soil hydrologic groups, allu
vium thickness, guaternary units, groundwater level

are considered as main lavers, while pasture land and



water drainage network are used as efficient layers for
locating appropriate artificial recharge areas that could
be supplied by means of flood spreading. The DEM
(Digital Elevation Model), groundwater data, soil and
geology maps, and pasture land data were provide by

the Water Organization of the Azarbaijan-e-Sharghi
province.

2.3 Data layer preparation in GIS

Slope is a fundamental contributing factor in the selec
tion of flood spreading areas, as water wvelocity is
directly related to the land slope. On steep slopes,
runoff is more erosive and can easily remowve detached
sediments and transport it down the slope (Faucette

et al. 2663). The experience gained from the analysis

of 36 flood spreading areas across Iran indicates that
the most suitable areas for flood spreading should have
a slope less than 5 % (Alesheikh et al. 28@8).

For generating the slope layer, the Arc Hydro model

has been used in the Arc GIS environment. In this
regard, the DEM is modified by the Arc Hydro model

and then the slope layer is generated (Fig. 2). From the
figure one can ohserve that most of the southern area

of the plain is almost flat, whereas in the northern part,
due to the hills, the slope is about 97%. To sum up, the

slopes are ranging from 8% in the south to 97% in the



north.

Quaternary sediments, which are the most impor

tant reservoir of groundwater resources, have been
formed from physical and mechanical weathering of
upland formations. Thus the geological properties of
these guaternary sediments are instrumental for the
characterization of the hydrology and hydrogeology

of the water in the groundwater reservoir. In general
such sedimentary structures have flood storage poten
tial. Quaternary sediments are very important in Iran
bhecause they cover more than 58% of the surface of

the country (Chenini et al. 2616, Vorhauser and Ham
lett 1996). Fig. 3 shows that more than 58% of the
Shabestar plain’s area is covered by guaternary units
that, basically, are suitable for flood spreading. How
ever, for effective recharge the soil material in the
porous media must have, in addition, a high wvertical
permeability to aid infiltration and the aguifer must be
sufficiently transmissive to transport the water away
from the spreading area. The importance of infiltra
tion when using the flood spreading method comes

from the fact that a low infiltration rate would restrict
the entrance of water into the porous media (Liu et al.
2e91). As this restriction often occurs at the soil sur

face, the guantification of the infiltration rate is crucial



for the evaluation of the efficiency of this kind of

groundwater recharge method. Figure 2. Left.panel: DEM of
the Shabestar plain; right panel: Slopes of the study area
Figure 3. Left panel: Quaternary units of the Shabestar
plain; right panel: HSG layer of the study area. The most
important parameters influencing the infiltration rate are
the physical characteristics of the soil and the vegetation
cover on the soil surface. For the guantification of the
infiltration parameters the soils are classified into four
huydrologic soil groups (HSG's) - namely A, B, C and D - to
indicate the minimum rate of infiltration obtained for a
bhare soil after prolonged wetting. The infiltration rate is
then controlled by the surface conditions. HSG also
indicates the transmission rate, the rate at which the
water moves within the soil. This rate is controlled by the
soil profile. Approximate numerical ranges for the
transmission rates as defined in the HSG groups were first
published by Musgrawve (USDA 1955). The transmission rate in
group A - which is the best for artificial recharge because
of high infiltration rate - is greater than &.76 cm/hr,
whereas the rates in group B, C and D are ©.38-8.76 cm/hr,
8.13-8.38 cm/hr and <&.13 cm/hr, respectively. The spatial
distribution of HSG is shown in Figure 3. For flood
spreading the groundwater table should he sufficiently deep
so that adeguate storage space in the vadose zone is
avallable to accommodate the recharge water. In places
where the depth of the groundwater table is less than 3 to
4 m, artificial recharge should not be considered, as there
is the danger of water logging that causes tremendous
economic and environmental losses, because of, among other
factors, increasing soil salinity (Zare and Koch, 2614).
Alluvial thickness is another factor that affects the
selection of an area for artificial recharge. A suitable
site for flood spreading is a place with thick alluvial
fans. If all factors are suitable, except the alluvial
thickness, artificial recharge may cause saturation of the
recharged layer and water logging may occur (Ghayoumian et
al. 2085, Zare and Koch, 2614). In order to generate the
alluvium thickness layer, 42 observation log wells have
heen used. 16 extra wells are then used to validate the

Figure 4. Left.panel: Alluvium thickness of the Shabestar

plain; right panel: Groundwater level layer of the study
area.

results of the spatial interpolation. For the groundwater

level map piezometric well data obserwved in January



2689 have been used. For both maps spatial interpo
lation is employed which creates a continuous surface
(Raster map) from the measured point data (Schaben
herger and Gotway, 2665). Three methods of spatial
interpolations are practiced in this research, namely,
{a) Ordinary Kriging with exponential-, sphericaland
Gaussian variogram models, (b)) Spline (Theissen and
regularized method) and (c) inverse distance weight
ing (IDW). The mean absolute error (MAE) is used to
identify the goodness of fit of the interpolation. Thus
the most appropriate method should have the least

MAE, wherefore the MAE can range from & to .

The interpolation exercise shows the Kriging method
with a spherical variogram to be the most accurate
method for both parameters, with MAE = &.18 and

8.21 for groundwater lewvels and alluvial thicknesses,
respectively.

As Fig. 4 shows, the alluvium thicknesses range

from 33 to 145 meters and groundwater levels between

4 and 57 meters. Concerning their importance in arti
ficial recharge, these two parameters will later during
thefHP-process be classified into four categories with
specific weights (see Table 4).

2.4 SMCDM using AHP

MCDM is a sub-discipline of operations research



that explicitly considers multiple criteria in decision
making environments. MCDM can be used to evaluate

standard multi-criteria problems with a set of alter
natives. In standard multi-criteria decision methods
subjects are not spatial, that is, the impact of an alterna
tive for one criterion is a wvalue.The SMSDM stands for

an integration of spatial analyses and MCOM (Fig. 5).

One of the MCOM methods is the Analutic Hier

archy Process (AHP) that was introduced by Saaty

(1977) and has become a very popular means since

then to calculate the needed weighting factors by

help of a preference matrix where all identified rel

evant criteria are compared against each other with
reproducible preference factors. In short, MCDM is a
method to derive ratio scales from paired comparisons.

The input can be obtained from actual measurements

such as price, weight etc., or from subjective opin

ion such as satisfaction feelings and preference. AHP
allows for some small inconsistency in the judgment,
because human opinion is not always consistent. The Figure
5. Integration of spatial analusis and multicriteria
methods into spatial multicriteria methods. ratio scales
are derived from the principal eigenvectors and the
consistency index from the principal eigenvalue of the
pair-wise comparison matrix. All criteriasfactors which are
considered relevant for a decision are compared against
each other in a pair-wise comparison matrix which is a
measure to express the relative preference among these

factors. Therefore, numerical values expressing a judgement
of the relative importance (or preference) of one factor



against another have to be assigned to each factor. Since
it is known from psychological studies that an individual
cannot simultaneously compare more than 7 = 2 elements,
Saaty (1977) and Saaty and Vargas (1991) suggested a scale
for comparison, consisting of integer walues between 1 and
9 which describe the intensity of importance
{preferencesdominance). This a value of 1 expresses “equal
importance™ and a value of 9 is given for those factors
having an “extreme importance” compared with the other ones
(Tahle 1). In the present study, the eigenvector method of
the AHF algorithm has been used in the Arc GIS environment
for the weighting and the pair-wise scoring of the spatial
layers. For the evaluation of the main layers, the local
conditions of the region, the relevant literature and the
specialist expertise (15 guestionnaire forms were prepared
and filled out by hydrogeologists and geologists that have
sufficient information about the study area) were
considered. Based on this information, the 5 by 5 pair-wise
comparison matrix (reciprocal matrix) & for the § criteria
as shown in Table 2 has been generated. For example, the
value of “5” in the HSG rowsAlluvial thickness column means
that HSG is “strongly” important compared with alluwvial
thickness. The next step in the AHPmethod is then the
computations of the effective weights wi for each of the
main indicator layers of Table 2. Practically, the most
common approach to do this consists in taking as weights
the normalized components of the eigenvector associated
with the largest eigenvalue of the pair-wise comparison
matri< A (Gao et al, 2689). Thus the following eigenvalue
problem is solved: Where & denotes the eigenwvalues of A and
W are the associated eigenvectors. The weights w i1 , egual
to the

Table 1. Comparison scales (Saaty & Vargas 1991).
Intensity of importance Description

1 Eqgual importance

3 Moderate importance of one factor over another
5 Strong or essential importance

7 very strong importance

9 Extreme importance

2,4,6,8 Intermediate wvalues

Table 2. Pair-wise comparison matrix (reciprocal).



Quaternary Alluvial Groundwater
Criteria Slope HSG units thickness level
Slope 1 357 9

HSG 1/3 125 9

Quaternary 175 172 1 3 7

units

Alluvial 1/7 1/5 143 1 3

thickness

Groundwater 1/9 1/9 1/7 173 1

level

Sum {5 1) 1.79 4.81 8.48 16.33 29

Table 3. Calculated weights by the AHP method. Quaternary
Alluvial Groundwater

Criteria Slope HSG units thickness level

Heights ©.51 8.25 6.15 @.06 .63

{w i)

normalized components of the eigenvector assoclated

with the largest eigenvalue & max , are listed in Table 3.
0f course, the walues of the pair-wise comparison

matrix will normally be well specified and are not set
remain inconsistent and intransitive and may then lead

to wariations in the eigenvector calculations, i.e. differ
ent weights. Such inconsistencies might be of the form
that a criteria Ai, heing preferred over another criteria
Aj , with Aj being preferred over a criteria Ak is not

preferred overfk (AL must be preferred overfk in this



case). Therefore, Saaty (1977) proposed a consistency
ratio (CR) which is a single numerical index to check
the pair-wise comparison matrix for consistency. CR

iz defined as the ratio of the consistency index CI to
the average consistency index RI:

and RI is the random consistency index that depends

on n, the number of criteria. a4 list of RI as a func

tion of n has been provided by Saaty (1977) and is Tahle 4.
Random consistency index RI for different n (Saaty, 1977).
n3456 789 18RI .58 9.9 1.12 1.24 1.32 1.41 1.45
1.49 Table 5. The main lavers and sub-layers weights in AHP
modeling. Weight HWeights Criteria (Lavers) (Layers)
Sub-layers (sub-layers) Slope (%) @.51 @-5 6.949 5-8 6.656
»8 6.081 HSG ©.25 A 6.527 B ©.315 C 6.149 D 8.669 Alluvial
thickness .66 6-16 6.616 (m) 16-48 @.143 46-86¢ &.293 >80
@.562 Groundwater level @.63 6-18 @.869 (m) 16-26 &.567
26-36 8,315 »36 6.116 Quaternary units @.15 @ t1 &.586 Q t2
B.289 0 st 6.115 Non O @.616 listed in Table 4. Thus, with
n=5 as in the present application, RI = 1.12. With Eg. (2}
this results in CR = ©.852, which is less than 8.1, which
is the critical CR walue to accept the pair-wise comparison
matrix, defined in Table 2. Regarding the importance of
each criteria in the flood spreading method, all &
parameter (Table 3) maps have been further classified into
specific sub-layers. Each sub-layer has heen scored
following the results of the guestionnaire form, the
statistical analyses and the literature rewview for the same
artificial recharge projects in semi-arid regions of Iran
(Zehtabian et al. 2661, Taheri and Zare 2613, Ghayoumian et
al. 2087). Table 5 shows the layers and sub-layers weights
obtained by this procedure in the AHP modeling. Based on
these § main spatial layers, the suitable areas for
artificial recharge hawve been determined hy the AHF
extension in the Arc GIS software environment. As Fig.6
shows, all the suitahle areas are located in the southern
part of the plain. 2.5 Integration with pasture land and
drainage network data layers The areas which are not
suitable for groundwater recharge by flood spreading are
called exclusionary

Figure 6. Left panel: Artificial recharge possibility map



obtained with the AHP method; Right panel: Pasture land.
Figure 7. Left panel: Suitable recharge areas; right panel:
Combination of suitahle areas with drainage network.
areas. In the present study, cultivation farms, gar
dens, private lands - due to social tensionsand urban
areas were considered as exclusionary areas for the
flood spreading operation. Once the suitahle areas have
heen determined by thefHP process, the exclusionary
areas from pasture land are deducted from the suitable
recharge areas map in Arc GIS environment and seven
areas have been determined.

Flood spreading in possible recharge areas is not
possible without a drainage network, due to the lack

of runoff production in upstream region which acts as a
source of recharge. For the generation of the drainage
network layer, the DEM in the Arc Hydro model is
applied. Fig.6 and 7 show that the selected 7 areas are
not restricted in this respect.

2.6 Potential of run-off production

Although estimating annual runoff of rivers that have
hydrometric stations is simple, it is complicated in
watersheds that have not enough measured data. For
guantifuing the potential of runoff production in such
watersheds, the Justin method (Justin, 1914) has often

heen used (Alizadeh, 2885). The latter is hased on the



idea that similar watersheds have also similar runoff
characteristics. The first step in the Justin method
starts then with the computation of the following three
parameters for the reference watershed with enough
measureable data:

Where H max , H min are the maximum and minimum
elevations of the watershed (km), A is its area (km 2 J,

W is the annual runoff wvolume (MCM),T is the average Table
6. Justin's K-calculation for the Daryan-chay watershed. A
Hma< Hmin WP T (km2 ) (km) (km) 5 (MCM) (cm) ( o C) K
53 2.749 1.226 6.263 15.39 24.84 12.5 6.632822 Tahle 7.
Computation of potential annual runoff production using
Justin’s K for the seven selected recharge areas (see Fig.
7). Selected A Hmax Hmin P T W area # (km 2 ) (km) (km) S
fcm) (o C) (MCM) 1 21.64 1.32 1.28 9.669 24.84 12.5 3.86 2
33.67 1.34 1.31 9.986 24.84 12.5 5.64 3 38.63 1.44 1.33
g.817 24.84 12.5 7.65 4 5.24 1.56 1.34 @.068 24.84 12.5
1.28 5 7.25 1.65 1.49 &.859 24.84 12.5 1.74 6 9.98 1.48
1.32 9.827 24.84 12.5 1.91 7 8.89 1.54 1.34 6.963 24.84
12.5 2.15 temperature ( » C), P is the annual precipitation
fcm) and 5 is the average slope. With all this known data
in Daryan-chay watershed Eq.(6) defines the Justin
coefficient K. In this study, the Daryan-chay watershed is
taken as the reference watershed, as it has enough measured
data. The mean annual discharge of Daryan-chay is 8.49 m3/s
that is egual to W = 15.39 MCM. Using the other topological
and meteorological data for that the watershed as indicated
inTable &6, Justin’s K coefficient is calculated as ©.9328.
In the second step, using the K- coefficient for the
reference watershed, Egs. (4) to (6) are solved in reverse
order for the annual runoffs W for each of the 7 selected
areas indicated in Fig. 7, using the meteorological
variables from the reference watershed. The results are
listed in Tahle 7. 3 RESULTS AMD DISSCUSSIONS 3.1
Discussion of the physical parameters of the watershed
defining suitable artificial recharge areas Regarding the
slope parameter shown already coarsely in Fig. 2, the more
detailed map of Fig. 8 indicates the slopes of the south
and central areas of the Shabestar plain are less than 5%
that is suitable for groundwater recharge by flood
spreading. The groundwater level spatial map in Fig.8 shows
that the groundwater depths in most parts of the study area
range between 16-26 or 26-38 m, that is suitable for



groundwater recharge. The alluvium thickness ranges in
areas that have suitable slopes are between 38 and 8@
meters which, in turn, are sufficient for artificial
recharge projects.

Figure 8. Left panel: Reclassified slope layer; right panel:
Groundwater lewvel categories in the study area.

Table 8. Results of the five-lauer integration by the AHP
method.

Artificial recharge potential A (km2 ) A (%)

suitable 565 44.93

fairly suitable 49 4.36

not suitable 163 9.16

impossible 467 41.55

Fig. 3 shows that the south and central parts of the plain
are composed of young alluviums called guaternaruy,

so that flood spreading is possible in these areas.For
the evaluation of the important characteristics of infil
tration, the Hydrologic Soil Group (HSG) has been
studied. As Fig.2 shows, in flat areas (slope <5%) of

the study region the HSG is A or B, i.e. these are good
for flood spreading projects.

Based on the five data layers that have heen

integrated by the eigenvector method in the AHP

procedure (Table 4), a final classification of the suit
ability areas for artificial recharge has heen made.

The results are listed in Table 8 and show that about

558 km 2 , corresponding to 58% of the total study area,



are prone for recharge.

The spatial distribution of the suitable recharge

areas listed in Tahle 3 reveals that the slope is the most
important criterion in the evaluation of the suitabil

ity for flood spreading recharge. However, one must

al-so take into consideration so-called exclusion areas
such as pasture lands as well the water drainage net

work, both of which play an important role in ar-tificial
recharge site selection. In fact, the flood spreading
method could not be performed on private farm lands

and the drainage line is necessary for driving the runoff
to the project area. This last crite-rion is eliminating
project areas smaller than 18 ha because the flood
spreading method in small areas is not possible. Sub
tracting these small areas from the suitable ones of

Table 8 results, finally, in seven sep-arate regions with
a total area of 124.32 km 2 (~16.42% of the flood plain
area) that are well suitable for the application of a flood
spreading artificial re-charge method.

3.2 Prioritizing the selected areas according to the
potential of runoff production

Once the suitable areas have been chosen, it is impor

tant to know which area is the best for establishing Table
9. Prioritizing selected recharge areas hased on annual
runcff. Selected area no. A (km 2 ) W(MCM) Priority 1 21.64
3.86 3 rd 2 33.67 5.64 2 nd 3 38.63 7.65 1 st 4 5.24 1.28 7
th & 7.25 1.74 6 th 6 9 1.91 5 th 7 8.89 2.15 4 th a
groundwater recharge project, because for flood spreading



some additional factors should be considered, such as
possible soil erosion which may reduce the infiltration due
to sediment settling, and vegetation plant implementation
which, in reverse, may moderate this adverse effect again.
In this regard, preparing an area for flood spreading has
some costs, so it is hetter to perform it in an area which
has more water available. For prioritizing the selected
suitable recharge areas, the potential of annual runoff
production is considered as a final factor. The former is
computed by means of the Justin method (see Table 7). Based
on these results the region number 3 (see Fig. 8) turns out
to be the most suitahle area for artificial groundwater
recharge (Table 9). After determination of the priority of
the recharge areas, the most appropriate time period for
the application of the artificial recharge should be
determined. According to the long-term statistics, the
maximum discharge of flood occurs during months of
February, March andfpril, so that during these months the
probability of floods is high while, at the same time, the
agricultural use of water is low. As, in addition, the
humidity is high in this season, the rate of evaporation is
also low. This means that artificial groundwater recharge
is most appropriately effected during these early months of
a year. ¢4 COMCLUSIONS In the process of studying artificial
recharge projects the determination of the most suitable
areas for flood spreading is very important. Geographic
Information System (GIS) as an efficient, fast, accurate
and inexpensive, highly-efficient tool has been used in
this study. Decision making using the AHP-method for
evaluating the accuracy of the weights and of different
topographic, hydrographic and geological criteria is very
valuable, because this method provides a logic and
scientific-based approach to make guantitative comparisons
of the different criteria-variables. In this study, the
Spatial Multi Criteria Decision Making (SMCDM) has been
used within an Arc GIS environment for determining the most
suitable areas of artificial recharge in the Shabestar
plain in northwest Iran. Five important criteria-parameters
determining

most likely artificial recharge, namely slope, HSG,
guaternary units, alluvium thickness and groundwater
levels were overlaid hy the AHP-method and, apply

ing an eigenvector analysis of the comparison matrix,

the corresponding weights for the wvarious criteria are



computed. The results indicate that the slope is the

most important parameter determining the suitability

of an area for artificial recharge. The suitable areas
found in this way are further processed, to take into
account pasture lands and the presence of a minimum

of a drainage network (exclusionary areas). Even

tually, seven separate areas with a total surface of
124.3 km 2 (=18.42% of the flood plain) are selected

as the most appropriate places for artificial recharge
by a flood spreading method. These selected areas are
then prioritized, hased on the general availability of
water, namely the annual potential of runoff produc

tion. Because of a lack of hudrographic information for
these areas, Justin’s method has been used to that avail,
emplovying hydrographic information from a similar,
neighbouring watershed with similar runoff character
istics. The final results indicate that region #3 with an
area of 38.63 km 2 and an annual runoff of 7.65 MCM

is best suited to artificial recharge, followed by regions
#2 and #1.
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ABSTRACT: The operation planning of hydropower plants
depends on the inflow forecasting. Usually, the

inflow forecasting is done from mathematical, stochastic or
hydrological models. This paper presents the use

of Soil Moisture Model Accounting Procedure (SMAP) to
predict daily inflows into hydropower plants. SMAF

is a deterministic model of huydrological simulation of the
type rainfall-runoff transformation. Our ohjective is

to evaluate the accuracy of its results in order to support
the decisions of water storage and power generation

of hydropower plants. Generalized Reduced Gradient
algorithm for nonlinear optimization is emploued. SMAP

performance is analyzed through three indicators:
Nash-Sutcliffe efficiency, percent bias, and ratio of the

root

mean square error to the standard deviation. The results
show that SMAP is a 2ood alternative to predict

water inflows. We hope to contribute for the improvement of
the power system planning, avoiding the thermal

complementation and reducing the electricity cost.
1 INTRODUCTION
Inflow forecasting is an important task espe

cially for countries that have hudropower plants



as main source of electricity. There are sewveral

models developed for predicting inflows. They can

he conceptual (using, for example, hydrological
simulation), empirical (using stochastic, statistic

or neural networks technigues) or combined (associ

ating the characteristics of the first twao).

Conceptual models consider the phusical processes

of the water system to represent the wariahbles.They can
bhe classified as concentrated or distributed, accord

ing to the space definition for the basin. MGB-IPH

is an example of distributed conceptual model (Col
lischonn & Tucci 2e81).

Empirical models are based on the wariahles that

describe the basin state. PREVIVAZ is an example

of stochastic empirical model widely used in Brazil
(Maceira et al. 1999). Statistic empirical model using
linear regression can he found in Sousa Filho &

Lall (2864). Luna et al. (2611) employ fuzzy infer

ence systems in their empirical model for inflow
forecasting.

Combined models associate the characteristics of
conceptual and empirical models. SMAP-MEL is an example of
combined mode. It combines the SMAFP (concentrated
conceptual model) and MEL (stochastic empirical model).
SMAP-MEL has been applied in the Parana Riwver basin (AMEEL
2687). The inflow forecasting is a complex task important
for the operation planning of hydropower plants. Despite

the large number of models, there are still many forecast
errors, as showed in Guilhon et al. (28&7). Considering the



importance of the energy sector for a country, the
ohjective of this paper is to contribute with the analysis
of the models’ accuracy. The chosen model is Soil Moisture
Model Accounting Procedure (SMAP) due its increasing use in
Brazil. The model’s performance is analyzed through three
indicators recommended by Moriasi et al. (2687). Theu are
MNash-Sutcliffe efficiency (NSE), percent hias (PBIAS), and
ratio of the root mean sguare error to the standard
deviation (RSR). NSE is a normalized statistic that
determines the relative magnitude of the residual variance
compared to the ohserved data variance (Nash & Sutcliffe
1974) . PBIAS measures the average tendency of the predicted
values to be larger or smaller than their ohserved ones
(Yapo et al. 1996). RSR is calculated as the ratio of the
root mean sguare error and standard deviation of the
measured data (Moriasi et al. 2667).

Figure 1. Water cycle. http:/ www.eschooltoday.coms/water
cyclesthe-water-cycle. html.

The objects of study are two hydropower plants of

the Tiete River basin, in Sao Paulo state - Brazil. They
are Ihitinga (IBI) and Bariri (BAR) started in 1969 and
1965, respectively.

The rainfall data are provided by the company that

manages the hydropower plants, AES Tiete (AES,

2613). The historical inflows are obtained from a
Brazilian agency named Centro de Previs3o de Tempo

e Estudos Climaticos (CPTEC 2@13).

2 S0IL MOISTURE MODEL ACCOUNTING

PROCEDURE (SMAF)

SHAP (Lopes et al. 1982, 2862) is a deterministic
conceptual model of the tupe rainfall-runoff transfor

mation which uses the water cucle concept, Figure 1. It

considers the basin as a single system, so it 1s a concen



trated conceptual model. In this paper its daily version
is employed.

SMAP uses three estimated parameters based on

physical processes.They are related to wvegetation tupe,
so0il type, and flow rate in the study area. SMAP also
employs three calculated parameters based on his

torical series of precipitation and water inflow. They
are capacity of soil saturation, constant of runoff
recession, and parameter of groundwater recharge.

SMAP needs seven input variables: average precipi

tation, evaporation rate, drainage area, initial moisture,
initial basic inflow, initial runoff, and ohserwved inflow
in the day. The output wariable is the predicted water
inflow in the day.

SMAP consists of three water mathematical reser

voirs. The reservoirs are of soil (R-soil), surface
(R-surf) and underground (R-under). R-soil is the
reservoir of the aerated zone. R-surf is the reservoir
assocliated with the basin runoff. R-under simulates

the reservoir of the saturated zone. Three eguations

and five transfer functions are used to calculate the
reservoirs for each day. Details about SMAP can be

found in Lopes et al. 1982. 3 METHODOLOGY The methodology
consists of six steps that should be followed in order to
prepare, apply, and evaluate SMAP model. They are: (1)

analysis of the data consistency, (2) automatic calibration
of the calculated parameters, (3) manual re-calibration of



the estimated and calculated parameters, (4) adjustment of
the measurement stations’ weights, (5)
validationsapplication of the model, and (&) evaluation of
the results. First, the parameters and input wariables
should be analyzed, Step (1). Inconsistences, for example,
in the water inflow data can be corrected using the linear
interpolation technigue. Then, the calculated parameters of
the model are calibrated with Solver tool of Microsoft
Excel, Step (2). According to Moriasi et al. (2667) a good
calibration procedure uses multiple guantitative
statistics. We use NSE, PBIAS, and RSR prewviously
described. Third, the estimated and calculated parameters
of the model can he manually re-calibrated in order to get
hetter precision, Step (3). During the manual
re-calibration, each guantitative statistic should be
tracked for balancing the model ability and potential
errors in the ohserved data (Boyle et al. 266&8). In Step
{4), the measurement stations’ weights are adjusted also
using Solver tool of Microsoft Excel. The algorithm
employed by Solver in Steps (2) and (4) is the Generalized
Reduced Gradient (GRGZ) for optimizing nonlinear problems.
This algorithm was developed by Leon Lasdon, of the
University of Texas at Austin, and Allan HWaren, of
Cleveland State University (Excel 2615). In Step (5), the
model is validated in a different period of the used for
the calibration. After that, the model is ready to be used
as a forecasting tool of water inflows. The results of the
model are evaluated in Step (6). The predicted and chserved
water inflows are compared. For the calibration,
adjustment, validation, and evaluation of the model we use
graphics and statistics. Graphics provide a wvisual
comparison of predicted and observed data and a first
overview of the model’s performance. Hydrographs, for
example, can show differences in timing and magnitude of
peak flows and the shape of recession curves. It can also
show the model’s tendency to underestimate or overestimate
flow values on the whole horizon. Statistics are useful for
a numeric analysis of the presented results. Table 1 shows
the performance ratings for the indicators used in this
paper, according to Moriasi et al. (2667). 4 CASE STUDIES
AND RESULTS For the case studies the six steps of the
methodology are carried out for IBI and BAR plants. Three
study periods are defined for the calibrationsadjustment,
validation, and application of the model. SMAP is

Tabhle 1. Performance ratings (Moriasi et al. 2667).
Classification NSE PBIAS (%) RSR

Very good @.75 < NSE = 1.80 PBIAS <*19 0.80 = RSR = 0.50



Good @.65 < NSE = .75 18 = PBIAS <+15 ©.50¢ < RS5R = 0.60

Satisfatory @.56 < NSE = @.65 £15 = PEIAS <*25 0.66 < RSR =
a.78

Insatisfatory MSE = .56 PBIAS =+25 RSR » 6.78

Figure 2. Average daily precipitations for IBI.

Figure 3. Average daily precipitations for BAR.
calibrated from 2663 to 2685, validated from 2685

to 2887 and applied to January, April, and September

of za1a.

Figures 2 and 3 show the average daily precipita

tions for IBI and BAR, respectively. The data of these
figures correspond to three study periods of 281@;
1-15/TJan, 1-15/A8pr, and 16-38/5ep.

Figures 4-6 present a comparison between pre

dicted (@ pred ) and ohserved (Q chs ) water inflow series
to three study periods of 2616; 1-15/TJan, 1-15/Apr,

and 16-38/5ep, respectively. They refer to IBI plant.
Table 2 shows, numerically, the same information.

Table 3 displays the walues and ratings of the per
formance indicators for IBI; where (v) = very good,

(g = good, (s) = satisfatory, and (i) = insatisfatory.
Overall, in the analyzed periods, 2/9 of the indicators
are classified as very good, 149 as good, and also 273
as satisfactory.

Figures 7-9 present a comparison between pre



dicted (@ pred ) and ohserved (Q chs ) water inflow series
Figure 4. Predicted and observed water inflows for IBI -
Jan/s281a,. Figure 5. Predicted and obserwved water inflows
for IBI - Apr/2616. Figure 6. Predicted and observed water
inflows for IBI - Sep/s2618.

Table 2. Predicted and observed water inflows for IEI.
Jan/2618 Apr/s2616 Seps2616 0 pred @ obs O pred O obs O pred
0 obs

Daym3I sssm3assm3ssm3ssmd Assmi3rs

1 2468 2374 1226 1164 3386 266

2 1968 1711 1111 1119 317 192

3 1678 1374 1676 1148 321 286

4 1662 1451 1692 1231 329 227

5 1584 1647 1267 1411 337 186

6 1577 1451 1675 1488 345 175

71571 1461 1623 1869 353 286

8 1564 1742 1@l 1113 359 273

9 1612 1853 985 9395 365 346

16 1572 1769 971 977 371 286

11 1554 1886 958 973 376 531

12 1547 1384 944 734 428 379

13 1542 1258 931 722 597 648

14 1536 1348 919 861 544 535

15 1532 1681 986 798 458 626

Tahle 3. Model’s performance for IBI. Jan/281@ Apr/2ele
SepsEB1a

Indicator “alue Rating Value Rating Walue Rating
NSE ©.53 s 8.52 5 B.52 5

FEIAS -3 v 1 v -13 g



RSR 8.68 5 8.69 s 8.69 s

Figure 7. Predicted and observed water inflows for BAR -
Jan/2918.

to three study periods of 2616; 1-15/TJan, 1-15/Apr,

and 16-38/5ep, respectively. They refer to BAR plant.
Table 4 shows, numerically, the same information.

Table 5§ displays the walues and ratings of the per

formance indicators for BAR; again (v) very good,

(g = good, (s) = satisfatory, and (i) = insatisfatory.
Overall, in the analyzed periods, 1/3 of the indicators
are classified as very good and 273 as satisfactory.
The results of IBI and BAR for 1-15/Jans2616 using

SMAP are compared with the results from a model Figure 8.
Predicted and observed water inflows for BAR - Apr/zala.
Figure 9. Predicted and observed water inflows for BAR -
Sepseala, Table 4. Predicted and observed water inflows for
BAR Jans2616 Apr/2616 Seps2616 0 pred @ obs @ pred G obs O
pred Qobs Daym3 ssm3 ssm3ssm3Issmidssmiards 1
1856 2845 146 1823 256 174 2 1563 1442 9356 923 263 196 3
1333 1168 928 956 199 229 4 1292 1138 948 1627 263 154 5
1278 1239 1eé67 1355 269 159 6 1276 1184 927 1162 215 146 7
1263 1246 883 1871 221 161 8 1257 1511 864 856 226 283 9
1273 1619 851 882 231 239 1@ 1254 1581 839 797 235 269 11
1246 1399 827 788 239 382 12 1237 1228 816 589 319 335 13
1225 1842 864 593 473 497 14 1218 1888 793 66l 381 487 15
1226 1359 782 576 293 591 based on Fuzzy Inference Suystems
(FIS). The technigue used for adjusting the parameters of
the FIS model is an offline version of the Expectation
Maximization algorithm. Details about the FIS model can be
found in Luna et al. (2@11).

Tahle 5. Model’s performance for BAR. Jans/281@ Apr/2e1e
SepsEB1a

Indicator “alue Rating Value Rating Walue Rating

NSE 8.52 s 8.52 5 8.60 5



PEBIAS 2.4 v -1 v 4 v

R5R .69 5 8.69 5 8.63 5

Figure 1. Predicted and observed water inflows for IBI -
Jan/s281a, using the FIS model.

Figure 11. Predicted and observed water inflows for BAR -
Jan/s281a, using the FIS model.

Figures 18-11 present a comparison between pre

dicted (@ pred ) and ohserved (Q chs ) water inflow series
for IBI and BAR, respectively; using FIS model.

They refer to 1-15/Jan/2818 period. Tahle 6 shows,
numerically, the same information.

Table 7 presents the percentage relative dewviations

for IBI and BAR in the three study periods of 2616;
1-15/TJan, 1-15/A8pr, and 16-38/5ep, using SHMAP

model. For 1-15/Jan/s2616, using the FIS model, the
percentage relative dewviations for IBI and BAR are

36% and 33%, respectively.

5 SUMMARY AND COWCLUSIONWS

This paper presents an application of SMAP hydro

logic model to predict daily water inflows for two Table 6.
Predicted and obserwved water inflows for IBI and BAR, using
the FIS model. IBI BAR Q@ pred Q obs O pred @ ohs Day m 3 /s
massm3ssm3 Az 1 1168 2374 1166 2845 2 1245 1711 1168
1442 3 1895 1374 1653 1168 4 1878 1451 1463 1138 5 1528
1647 1871 1239 6 1211 1451 839 1184 7 1146 1461 842 1246 8
1887 1742 898 1511 9 1894 1853 913 1619 1& 1112 1769 885
1581 11 1116 1686 846 1399 12 1689 1384 822 1228 13 1857
1258 885 18472 14 1@e8 1348 787 1688 15 958 1661 799 1359

Table 7. Percentage Relative Deviations for IBI and BAR.
Flant Jan/2e818 Apr/2816 Seps2816 IBI 11% 11% 56% BAR 11%



15% 22% Brazilian hydropower plants, IBI and BAR. The
ohjective is to contribute with the accuracy of an
important input wariahle for the hydropower system
planning. The steps to prepare, apply, and evaluate the
results of SMAP model are described. Two case studies, with
three periods each one, are shown. The results are analyzed
through of the indicators NSE, PEIAS, and RSR; recommended
in the literature. The indicators confirm a good
performance of the SMAP model with 186% of the results
classified into “very good, good, and satisfactory” range,
in a distributed way. The percentage relative deviations
for IBI and BAR using SMAP model are, on average, 19% and
16%, respectively. These walues are good comparing to the
FIS model and the annual reports of inflow forecasting for
Tiete River basin that show a deviation hetween predicted
and observed water inflows up to 38%. It is important to
mention that in the presented case studies the model deal
with potential errors in the data, but not with
uncertainties in the data because the employed
precipitation data are observed. However, the ranges of the
performance indicators (Tahle 1) were established for a
monthly time step. Therefore, they are stricter than
necessary. As future work the authors intend to broaden the
case studies with SMAP model. It can be applied for more
plants or measurement stations in the Tiete Riwver basin and
for different periods, including dry and wet seasons.
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ABSTRACT: In the Worthern part of the Republic of Haiti,
water is extracted from the Artibonite River to

irrigate 38a km 2 of a wide agricultural plain constituted
primarily of paddy fields. The river comes from the

Peligre reservoir where it is impounded (altitude 158 m,
close to the border with Dominican Republic) to reach

the Canneau irrigation dam (altitude 32 m) barring its
course 7@ km further downstream. Due to the wvariable

Peligre releases and the rains which can solicit
hydrologically the tributary catchments located between the

two

dams, the river level at Canneau is rarely keeping stable.
The purpose of the Canneau dam is to facilitate the

operation of two main irrigation channels, one which runs
parallel to the river on the left side and a second one

on the right side. The Left-side Master Canal (CHMRG in its
French denomination) is at the center of our analysis

and investigative efforts. The water intake at Canneau is
controlled by the opening of a cable-hoisted radial gate

(vanne-segment) fitted with counterweight. The nominal
design discharge sent to the CMRG is intended to be

46 m 3 /5. A first ohjective of the local experimental work



is to calibrate the flow rate at the gate with the adeguate

combination of walve opening heights (creating either free
or submerged orifice conditions) and the explicit

account of temporal changes in the headwater tail. A second
ohjective is to develop a 1D velocity model walid

for the first two kilometers of the trapezoidal earth-lined
CHMRG canal. It is shown that there is a specific stream

power range in the CHMRG for which the alluvial resistance
is nicely described by the integer walue of control

factor m = 3 (Verbanck 2ee8).

1 INTRODUCTIOM

1.1 General setting

As part of an inter-university cooperation programme
conducted between French-speaking Belgium and the
Republic of Haiti, a ULB doctoral engineering project

iz presently underway in the Caribbean’s. Its general
ohjective is to assess and investigate the water and sed
iment budget at a key hydraulic site in the Artibonite
Department, namely an irrigation headworks complex

izee Section 1.2) which is located 143 km to the Morth
of the Haitian capital Port-au-Prince. The Artibonite
River forms the largest surface-freshwater resource in
the country (it is also one of the largest in Hispaniola
Island). It drains a transhoundary watershed totalling
9668 km 2 , one third of which, to the East, lays in

the neighboring Dominican Republic. Close to the

national border, the water regime of the Artibonite is



under the strong and determining influence of a major
reservoir (Peligre Dam, an artificial lake impounded

in 1956) which drains 6486 km 2 of the upper water

shed and which had, at the time of construction, a

nominal wvolume capacity of 478 million m 3 (Morris

2689) . However, already in 1982, the seriousness of
sediment deposition problems affecting Peligre waterstorage
{ahout one half of which is presently lost due to
sedimentation) hecame apparent together with the downstream
riverbed-degradation risks induced by the sedimentological
imbalance it creates throughout the Artibonite wvalley over
its course towards the sea (Frenette et al. 1982). Besides
its role in contributing to the alleviation of flood risks
in the aArtibonite valley and the production of electricity
through its turhines (3 = 17 MW), the steady water releases
by Peligre Dam are ohviously very beneficial in supporting
Figure 1. Canneau dam {(upstream wiew).

irrigation needs at times of severely low waterflows

(see below) .

1.2 The irrigation headworks complex at the diversion site
Canneau

The part of the Artibonite wvalley considered in this

study 1s the area between (18 o 58 7 and 19 = 18 7~ M) of lat
itude and (71 o 37 7 and 72 o 47 © W) of longitude. Seventy
kilometers downstream Peligre reservoir there is, on

the river, an important irrigation dam at Canneau, close

to the municipality of Petite-Riviére de 1’Artibonite.

The main purpose of the Canneau dam is to main

tain, during periods of normal riverflow, a constant

water surface elevation and, by doing so, to pro

vide satisfactory water diversion wolumes to the local



(Master) irrigation canal intakes. Except during peri
ods of high river discharge, this forebay elevation at
the Canneau diversion dam is normally maintained (if
Peligre releases actually permit) at 29.8 meters above
sea level.

Note that, during part of our monitoring days for

the 2815-2616 survey, this 29.8 m head could at times
only be attained through a complete shutting down of
the riverflow-transfer locks fitting the Canneau dam.
This demonstrates the acuteness of the drought cri

sis presently threatening the country’s economy and
severely affecting its agricultural rice growth pro
duction (for years, the paddy fields of the irrigated
Artibonite plain have constituted the major food supply
to the Haitian population).

Close to the left bank of the Artibonite River and a
few meters upstream Canneau dam, there are two water
intakes corresponding to a total (nominal) discharge of
58 m 3 /5. This ensures feeding through a gravity sus
tem, of a wide irrigated rice-growing plain totaling
about 32,986 hectares of rice land.

The Master irrigation canals are laid at a 1% topo
graphical slope, which is smaller than the hed slope
of the Artibonite downstream Canneau, meaning that

water which would be present in excess in a Mas



ter canal (through inappropriate gate opening, faor
instance) can be returned to the river through lateral
weir-flow simply driven by gravity. Such an overflow
structure (see Section 1.3) and its possible role in the
overall water budget is part of the investigative work
present 1y underuway.

1.3 The left-bank Master Canal

The earth-lined Left-side Master Canal (CMRG in its
French denomination) is at the center of our analysis
and investigative efforts. The water intake at Can

neau is controlled by the opening of a cahle-hoisted
radial gate (vanne-segment) fitted with counterweight
(Fig. 2). The width of the gate is 6.25 m and its open
ing, from & 7 1o 6 © (six inches), primarily drives the
amount of irrigation water which is diverted from the

river. Figure 2. CHMRG Radial gate. 1.4 General problems to
be addressed The nominal design discharge sent to the CMRG
iz intended to be 46 m 3 /s. In case this wvalue being
exceeded it is anticipated, again by design, that the
overflow structure located at first iron-footbridge, which
is 2.25 km downstream the dam, will start operation and
return the excess water back to the river, which is there
very close by (Fig. 3 & 4). He are going to check this
through detailed discharge observations (see Section 2
regarding the implemented methods). The aim is to check
this 48 m 3 /s pivotal walue, firstly in terms of what is
delivered at the radial gate for a given angular opening
and, secondly, in terms of what is effectively remaining
{or not) of the 48 m 3 /s at the ironfoothridge check
structure (Fig. 3). It’s very important to know the flow at
Iron Bridge, because it is the actual flow that irrigates
the 24,388 ha of rice land downstream and the feeding of
the Drouet hudroelectric power plant (2566 kW capacitu).
The Canneau gatemen hawve large experience in achieving this
46 m 3 /s delivery value but, surprisingly enough, they



have relatively low consideration for the actual river head
on the upstream side of the Canneau dam. Moreover, we want
to identify the full hydraulic response (in its present
stage before retrofitting, instrumentation and
automatization (Milési et al. 2813) of the headworks radial
gate. The other specific guestions we want to address along
the same lines are the following. What is the 1D wvelocity
of the flow transiting in the CMRG for all possible valve
openings? What are the stream velocity and effective shear
stress conditions, more particularly at the iron bridge
check structure, when the overflow starts functioning?
Obtaining this set of key information is especially
important if we also want to protect the canal side banks
and avoid wastage of water, while protecting downstream
population. This work therefore also conducts a thorough
hydraulic analysis of the CMRG canal in its first 2.25
km-long reach, starting from Canneau dam and ending at the
iron-hridge (Fig. 3, where a full discharge check
structure has now been installed. Whenewver possible,
ohserved water-surface gradients will be part of the
analusis.

Figure 3. Iron-bridee and overflow structure.

1.5 The specific objectives of this part of the doctoral
study

Considering the ahove issues, we have set the follow
ing ohjectives:

- Estimate the flow rate into the CMRG by the {usu
ally submerged) orifice flow eguation (Collins et
al 1977).To achieve this we must experimentally
determine the walue of g coefficient in the flow
eqguation through an orifice.

- Determine the flow at Iron-Bridge Overflow, from
the average velocity in the CMRG that will he
approached in two ways: a) Develop a 1D veloc

ity model without using a rating curve, since it is

not possible to estahlish a unigue stage-discharge



relationship for the measurement test site; b) Set

a surface velocity conversion coefficient (Us) to
average velocity (U7) that is representative of the
local flow conditions.

2 DESCRIFPTION OF EXPERIMEMTAL

The tools, methods and instruments to reach the goals
presented above are numerous. The study focuses on

the first 2.25 kilometers of the Master Canal described
ahove, constituting the natural laboratory of experi
mentation.The test measurement device set up consists
of several measurement stations:

- A station upstream of the dam Canneau or CHRG

sector valve to reflect the upstream head (ID;

- A vegapulse-operated limnimetric station down

stream (J) of the radial valve to appreciate the height
of its tail waterbed;

- Three staff gauges downstream for the ohserwvations

of water-surface slopes (A, B and C);

- The iron bridee with overflow (Fig. 3) is the
reference flow measuring station.

The wetted area versus height relationship is estab
lished there. It remains to establish the 10 flow
velocity (U7) to this place to get the flow, including
Figure 4. Presentation of the experimental measuring set-up
in the first 2.25 km of the CMRG. Table 1. Elevation of

installed stations. Station Elevation (m) Distance from Dam
(m) Dam (BM) 32.¢64 & Upstream (J) 26.144 26 A 25.447 282 B



25.268 1367 C 25.362 2086 Iron-Bridge 24.676 2132 at
conditions and exact time of starting of operation of the
overtlow structure (Fig. 3). The following table provides
the absolute elevations of the limnimetric stations
installed. 3 BASIC COMNCEPT OF THE METHOD To achieve the
specific objectives set previously, we have adopted the
following methodology. 3.1 Calculation of the incoming flow
of the CMRG using the submerged-orifice law To determine
how much water gets into the CMRG under warying operating
conditions, we turn to the submerged-orifice law (Eguation
1) in which we have to tune the flow coefficient W (Collins
1977). The approach requires simultaneous experimental
information on three guantities: - the flow rate (@)
ohtained 3@ m downstream of the valve using a portable
electromagnetic currentmeter OTT (MF Pro); - The upstream
head (h 1 ) with a staff gauge; - The tail waterhed (h 3 )
using the radar limnimeter and long temporal integration
(resolution 3@ s); The opening height of the radial gate (h
2 1 iz also recorded. where @ = discharge (m 3 /3); M=
submerged-orifice flow coefficient of discharge (-); h 1 =
staticheadwater depth (m); h 3 = static-tailwater depth
im);

B = radial gate width (m); g = gravity acceleration
(mss 2 ).

3.2 Determination of the discharge at Iron-Bridge overflow
The discharge at Iron-Bridge has been determined by
the following relation

where U = average velocity (ms/s); A = wetted

area (m 2 J.

A water depth - wetted cross section relationship

is established in the control section (reference). It
remains to locally determine the cross-section aver
aged velocity.

The measurement of the 1D average velocity of a

flow reguires a set of eguipment not accessible eas

ily, especially in CMRG where the average width is



approximately 26 m and the average depth is of 3 m.
For this, two methods were used to assess the average
velocity: use of a 10 welocity model and use of the
surface velocity measured in the field with a wvelocity
coefficient.

3.2.1 Use of a 10 velocity model to determine the average
velocity of the flow

To determine the average welocity of the flow, we

rely on the vortex-drag model proposed by Verbanck
(2668). This is a 1D velocity model relying on system
atic water-slope ohserwvations per-formed all along the
CHMRG length. It takes into account the control fac

tor m concept. The latter, which should in theory be
locked at integer walues (m= 1, m=2, m=3 . . .) is a
guantity related to the morphological adaptation of the
bhed and the ensuing flow resistance. It is considered
the only parameter that would control the interactions
of alluvial rivers. The average flow welocity from the
model (U _ m ) is given by the following equation:
where U™ -m = 10 velocity (m/s); m = control factor
(-1; 5 = slope of the energy grade line (-);

R = hydraulic radius (m).

The model proposed is partly based on the univer

sal law of Strouhal developed by Levi (1983). This

law expresses the fact that the freguency of distur



hances created by a fluid flowing around an obstacle

is defined only by the fluid velocity and a characteris
tic length scale of the considered system. In this case
the perturbations are created by the bedforms and this
is manifested as kolk-hoil wvortices which hecome reg
ularly visible at the water surface. Measurement of
freguency of occurrence of vortex in the surface of

the water has already been performed on the Parapetl
River in Bolivia (deville et al. 2613) with encouraging
results.

fs part of CMRG analysis, it was possible to deter

mine a complete and unigue wvalue of control factor m in a
specific stream power range (w). The specific stream power
expresses the power of the current per unit area of bed in
Wsm 2, according to Bagnold (1966). where p= density of
water (kgsm 3 )i h = water depth (m). Experimental
verification of the integer wvalue m In the CMRG, the local
ohservations of bathymetry along the longitudinal axis
indeed show the presence of dunes (or mini-dunes) with
approximately 3 m wavelength (& BF ). Thus, to wverify the
integer value m, we have used the Strouhal law defined
below: where T = boil period (s); m = control factor (-); =®
r = characteristic length (m). In the case of fine-gravel,
the ratio between x r and & BF was taken as 6.82 (Yerhanck
2eag). 3.2.2 Use of the surface velocity measured in the
field with a velocity coefficient to determine the average
velocity of the flow The surface velocity is measured in
the field using floats. Now, we try to identify the value
of the alpha velocity conversion coefficient for converting
the surface velocity, easily measured in a repre-sentative
average flow velocity considered accord-ing UT =oUs
eqguation. To achieve this, two complementary approaches are
used: a) Conceptual approach by combining the log-arithmic
velocity profile with the 1D vortex-drag wvelocity model
presented in §3.2.1; h) experimental approach by
exploration of the wvelocity field. a) Conceptual approach
by using a 10 velocity model and logarithmic wvelocity
profile First, we have determined the roughness Reunolds
number in the CMRG hy the following equation: where Re % =



local Reynolds Number (-); d 65 = grain diameter (m) (Table
6); u % = friction velocity (m/s); v = kinematic viscosity
of water (m 2 /s) at 38 o C. HWe have obtained a roughness
Reynolds number greatly exceeding 78. Thus, we can consider
that we are in rough boundary flow regime in the CMRG. In
that case, the flow velocity in the inner flow region (z/h
< @,26) at the bottom follows a logarithmic profile which
simply depends on the walue of roughness coefficient k s
(Equation 9 and Eguation 12). Once integrated over the
depth it gives, Keulegan (1938):

where k =Von Karman constant (k = @.4); R =

hydraulic radius (m); k s = flow roughness (m);

U % = friction velocity (mss).

Determination of eqguiwvalent roughness

In the CMRG near the control section, we ohserved the
presence of fine-gravel dunes and kolk-hoils. In such a
case, the k s value is dominated by bedform roughness
rather than particle size. Thus, the k s walue has been
deducted from the eguation 9, with U” = U” -m and the
control factor imposed as m = 3.

He also remember that a bedform roughness can hbe
approximated, Swart (1976) as

where k s = hydraulic bed roughness (m); r = hed

form height (m); ABF = bedform length (m); r is
approximated according to Flemming (2666) rule:

Once the roughness k s is obtained, the uiz) profile can
bhe expressed by equation 12.

where u(z) = local velocity (ms/s); Zz = water depth (m).

Dividing the average velocity (eguation 3) hy the

surface velocity (upper part of eguation 12) for a given



set of measurements, a predicted value of the alpha
coefficient of welocity can be obtained.

h) Average flow velocity ohtained with the method of
exploring the wvertical velocity field

The exploration of the welocity field using a portable
electromagnetic current meter (0OTT MF Pro) allowed

to study the vertical welocity distribution in the refer
ence section (iron-bridge check structure).

The number and the location of points in the werti

cal have been determined by the approaches of Rantz
(1982) and of Boiten (2662). But, the determination of
the mean velocity in the wvertical has been done accord
ing to Rantz (1982).This method was deployed for war
ious gate openings. During this deployment, surface
velocities using floats were also measured to obtain an

experimental value of the reference coefficient o. Table Z.
Discharge coefficient. @ (m 3 #s) H 1 (m) H 2 {m) BH (m) M
(-) 37.45 28.94 26.83 2.11 9.61 4.825 28.58 25.77 2.73 6.69
5.12 28.54 26.63 2.51 68.65 Figure 5. Comparison of the
velocity profile for three successive flow events
(Iron-bridge overflow). 4 RESULTS AND DISCUSSION 4.1 Flow
coefficient of the radial gate from submerged-orifice law
Only a few observations could be collected to calculate the
flow coefficient through the 6.25 m width wvalve. The
following table shows the coefficients ohtained from the
measurements made. Compared to the wvalues presented in the
literature by Collins (1977) and Alexander (1992), the flow
coefficient W= .62 seems reasonable. This walue, when it
will be confirmed, could be used to calculate throughput
per orifice embedded in the CMRG. 4.2 Mean welocity and
alpha experimental using the method of exploration of the
velocity field Several velocity profiles (Table 3) have
bheen measured in the water column on three different days
with very different flow rate conditions. According to



Prony (Graf 1998), the surface velocity coefficient varies
from @.88 to @.96. But, in a natural channel a surface
velocity coefficient of ©.85 or @.86 is used to compute
mean welocity, Rantz (1982). As can he seen the walue of
the alpha coefficient changes significantly when the flow
conditions are wery different. When water lewvels are
important (3 m during measurement of 4 February 2616) a
flow area (+8.6 ys/0) undergoes less resistance to flow and
flows faster than the welocity of surface, which has the
effect of increasing the walue of the alpha coefficient.
Subseguent research efforts will be needed to walidate
these results and possibly determine whether an unambiguous
relationship between the water level and the speed factor
may well be established.

Table 3. welocity profile.

Date and hour b (m) U (m/s) U s (m/s) o

61 1572616 1.55 6.343 @.245 6.81

grsads2e16 2,91 6,816 9.878 6,93

23/94/16:8:060 2.36 6,433 6.54 @.86

23/84/16:019:08 2,32 6,690 .73 6,95

23/84/16:11:56 2.49 6,769 .79 6,98

23/84/16:12:56 2,68 6,729 9.85 6.86

Figure 6. Influence of specific stream power on control
factor m values.

4.3 Mean velocity using the validated 10 welocity model
Contraol factor m

For handling the 1D wvelocity model and calculating

the roughness coefficient k s , it is necessary to fix a
value of control factor m. In the specific stream power
range of CMRG observed according to the chart below,

we see that the measured control factor systematically

takes a value around 3. So we can afford to make the



assumption of a constant & integer walue for control
factor m = 3 for specific stream powers sufficiently
close to 5 W/m 2 .

From a practical and application point of wiew, this
is a wery interesting result, because of its simplicity in
the flow resistance calculations.

Moreover, from a conceptual point of wiew, we

present below a tentative experimental wverification of
this integer walue m = 3, using the method of extract
ing the periods of the successive kolk-boils raised at
the back of the riverbed dunes, and which appear at
the water surface at recurrent interwvals. At this stage
of our work, the walue m = 3 is imposed in Equation

2 and the average velocities are calculated using the
measured water-surface slopes and water heights. The
expected freguency for a control factor m = 3 is cal
culated with Eguation § (Strouhal law) and the results
are presented in Tahle 5.

fs can be seen, the measured period is wvery close

to the calculated period. This is encouraging for the
implementation of the 10 welocity model. For a con
trol factor m = 3, real measured water levels and wa
ter slope of obserwvations, one can calculate average
velocities., Table 5. Ohserved periods of kolk boils.

Parameter Yalue m 3 U (ms/s) 8.93 ¥ r (m) 2.42 Tcomputed (s)
5.4 Tmeasured (s) 6 Figure 7. Velocities model and measured



in April 2a16. 4.4 Comparison of the two average velocities
(model and measured) obtained For the same height of water
flow conditions ohserved inApril 2616, we hawve compared the
average velocities ohtained by the 10 welocity model (U_ m
J with average velocities obtained by the method of
exploring the wvelocity field (U_C ). For these
ohservations, Figure 7 shows that the modeled welocity is
very close to the vertically-integrated OTT welocity
measured for different walve openings (1.5 © , 2.5 7 , 3.5
“and 4 7 ). 4.5 Determination of CMRG flow at Iron-Bridge
overflow The velocity being known, Eguation 2 can be used
to evaluate the CHMRG flow rate at the Iron-Bridge. It
allows to huild a diagram with three entries (Fig. 7): flow
rate, opening of the wvalve and the upstream head load. The
upstream head, in relative terms, was cut into a set of
intervals. This graph shows that the flow rate is a
function of the gate opening of the walve, but also of the
upstream head. For the same valve opening, one gets
multiple flow rates corresponding to different upstream
head loads. According to this graph, the regular opening of
the valve is § 7 . Moreover, the flow rate corresponding to
the start of operation of the overflow to the gateway (at
least under the usual conditions of hydraulic gradients in
the CHRG) is 35 m 3 /5. 4.6 Determination of eguivalent
roughness By sieving of deposits sample taken in the
reference section, we have obtained the following grain
size characteristics as in Table 6.

Figure 8. Abacus giving the flow rate according to vertical
height of radial 2ate opening.

Table 6. Grain size of deposits in the reference section.

D 1@ (mm} D 5@ {mm) D 65 (mm) D 3@ (mm)

8.39 3.73 7.21 15.78

Table 7. Channel roughness obtained from first profile in
fpril 2ei1a.

ysh H (m) ks (m)

.85 9.115 6.262

9.2 B.46 ©.258

From the boils ohserved in the CHMRG and the meth



ods of Flemming (2666) and of Swart (1976), we have
obtained a bed roughness coefficient (k s = 9.224 m).

HWe use the logarithmic universal law, in the lowest

26% of the flow depth (Nezu & Rodi 1986) to extract

the wvalue of the effective roughness from the wverti

cal profiles of April 2616. The roughness coefficient
ohtained by the boils ohservation technigue is close to
the k s obtained on the 286% in the lower part of the ver
tical profile.The roughness coefficient ohtained by the
bhoils observation technigue is close to the k s obtained
on the 28% in the lower part of the vertical profile.

If we compare this result with that obtained by siev
ing, we can say that the bed-form dominates CHRG
roughness. This permits us to consider that our bed

form roughness is validated, and should normally help

us in our study of the alpha coefficient (54.7).

4.7 velocity coefficient alpha obtained hy using the
logarithmic universal law and the control parameter m

For each water level measured, the local wvelocity was
generated (Equation 12) cm per cm. For observations
in April, the results are presented in Table 8.

These surface velocities computed (Us_cal) are

compared with surface velocities measured (U_obs) Table 8.
Alpha coefficient hy the conceptual approach. h U_mu % k s
U_cal Us_cal (m) (m/s) (mss) (m) (m/s) (mfs) o 2.3 6.56
g.65 8.22 6.61 .72 8.84 2.42 .71 9.97 .22 .76 .93 .82
2.59 8.72 @.87 9.22 8.77 6.93 6.83 2.68 .78 6.a7 8.22
8.832 1.1 @.82 Figure 9. Evolution of Us_cal and Us_obs
relative to water lewel. in the field. As shows the Figure



9 below, the logarithmic universal law overestimates the
surface velocity. Accordingly, the walue of alpha
decreases. Therefore, the law evaluates more or less the
average velocity. Furthermore, dividing the awverage
velocity (eguation 9) by the surface wvelocity (equation 11)
for each measurement, a deduced value of the alpha
coefficient of welocity is obtained. This wvalue wvaries from
6.85 to 6.86. These values should be taken with caution.
According to Figure 5, the wvelocity profiles in iron-bridge
do not follow a logarithmic law (except in the 26% from
hottom). Combination of a wake effect and secondary
currents laterally makes that, most of the time, the
experimental flow velocity close to the surface is
significantly smaller than predicted by the Log-law
(although the hedform roughness was adeguately tuned).
Accordingly an enhanced Log-HWake law (Sarma et al. 2oea) is
presently under development for the specific case of the
CHMRG. 5 COMCLUSIONS The experimental set-up of measurement
that is in place has permitted to collect hydraulic data
such as surface velocities, water depth and water-surface
slopes. Examined in depth, the first data collected have
permitted to determine incoming flow rate into the CMRG for
different gate openings (-6 “ ), and the flow in the
Iron-Bridge, located 2 km below the dam. The incoming flow
rate into the CMRG has been studied in depth by the
submerged-orifice law and a flow coefficient () set at
.62, Knowing all these parameters (inputs), it is now
possible to determine the

incoming flow rate into the CMRG via this diversion
structure.

The flow rates obtained at the iron-bridge enabled

the start of construction of an abacus. It shows that
operating the beginning of the overflow to a rate of

35 m 3 /s corresponds to a gate opening of § 7 , at least
when the water slope presents its usual wvalues.

A o-velocity conversion coefficient was set at ©.88.

A 10 model velocity, hased on water-surface slope
ohservations is now validated by a control factor

im = 3) in the specific stream power (close to 5 Wsm 2 )



of CMRG. The effective k s wvalue obtained hy two
independent methods could be validated for the inner

flow region. Further research, however, should exam

ine dewviations from the Log-Law in the outer region of

the flow, notably due to the relatively narrow channel
geometry (W/h around 5.7).
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Effect of emergent wvegetation distribution on energy loss
E. Eris_, G. Bombar & U. Kavakli
Ege University, I zmir, Turkey

ABSTRACT: For the ecological aspect, it is well known that
vegetation has fundamental functions in the river

environment. For fluvial hydraulics, on the other hand,
presence of wvegetation could be considered as a problem

for channel flow capacity due to its roughness. In order to
understand the effects of planform areal configuration of

flexible vegetation on flow, a set of experiments were
performed in the Hydraulics Laboratory of the Department

of Civil Engineering, Ege University, in a rectangular
flume which is 5 m long, 18 cm wide and 26 cm deep

with transparent sides. Experiments were conducted with two
different spatial distributions of vegetation, single

side (grasses positioned on one half of the flume) and
double sided and preserwving the total number of grasses

same. For each distribution tupe different downstream flow



depths and different discharges were applied and in

total 75 runs were performed with different Froude numbers.
By conducting experiments without any wegetation

the average base head loss for the test section was
ohtained. Energy losses were calculated using the energy

bhalance and the continuity eguations for all scenarios both
with and without vegetated conditions. The results

were compared and interpreted. Friction factors for each
scenario were determined.

1 INTRODUCTIOM

Study of river behavior and effect of wegetation on
river systems are very important since the wvelocity,
flow depth, suspended sediment transport and bed load
are strongly influenced by the presence of wegetation
(Wargas-Luna et al. 2815a&h).The vegetation induced
drag reduces the flow discharge in channels increase
the hydraulic roughness and helps flood attenuation

and sediment deposition (Cheng & Nguyen 2611).
Resistance due to vegetation varies in wvegetation zones
of river and flood plains due to vegetation flexibil
ity, rigidity, submergence, foliage and side-branching,
type, height, density and spatial distribution of plants
(Fisher 1996, Fathi-Moghadam & Drikvandi 2@12)

(Fig. 1).

Predicting the wegetation resistance is wery com

plex since the combination of the different species

with different characteristics changes during the sea



son as well. Most vegetation tupes have foliage and
side-branches making the wegetation resistance maore
complicated. In some researches the effect of leafs

on the roughness was investigated. Jarvela (288z2)
revealed that the drag coefficient for leafy willows

was about three to seven times more than leafless wil
lows. According to Wilson (2687) and Freeman et al.
(26ea), the flow resistance of a plant may be signifi
cantly less for a flexible plant with considerable foliage
compared to a less flexible plant with minimal foliage
{Coon 13997).

Petryk & Bosmajian (1975), Pasche & Rouve

(1985), Poggl et al. (2669) determined the resistance of
rigid vegetation. Li & Shen (1973}, Petryk & Bosma

Jian (1975), Lindner (1982) are few of the researchers
Figure 1. Vegetation (Photo taken at Nif river, Turkey).
examined the resistance to flow of the wvegetation using
patterns of rigid cylinders basically treating plants as
cylinders. HWu (2688) analyzed the flow resistance factors
of non-submerged rigid vegetation. Pasguino et al. (2916)
evaluated the vegetation resistance for fully submerged and
rigid vegetation, for different hudraulic conditions and
varying non-dimensional wegetation density. Kouwen & Uny
(1973), Kouwen & FathiMoghodam (2666), Stephan & Gutknecht
(2662) investigated the roughness of flexible wegetation.
This type of wegetation could bend due to the flow
velocity., The bending of plants decreases the height of the
vegetation influencing the resistance and flow depth. For
submerged flexible vegetation, three different
configurations can he distinguished depending on the flow
velocity and the plant characteristics (Kouwen et al. 1969,
Gourlay 1978, Galema 26@9). vegetation that is erected and
hehave as rigid, that are subjected to a

waving motion and, the ones that keep their hended



configuration all the time.

Kouwen (1992) developed a relationship between
Manning’'s coefficient and product of flow velocity and
hydraulic radius. HWu et al. (1999) worked with sub
merged and non-submerged flexible vegetation under
uniform flow conditions. For fully submerged wvegeta
tion they revealed that roughness coefficient tends to
increase at low depths but then decrease to an asump
totic constant. Vargas-Luna et al. (2615a) listed the
models to predict the resistance coefficient for emer
gent conditions. In this list, he summarized the meth
ods of Petryk & Bosmajian (1975), Raupach (1932},
Ishikawa et al. (2863), James et al. (2864), Hoffmann
(2664) and Kothyari et al. (2669). Jarvela (2664) pre
sented a procedure for determining flow resistance by
stiff and flexible woody vegetation in terms of friction
factor f or Manning’s n including both leafless and
leafly bushes and trees. The procedure is limited to
non-submerged flow and relatively low welocity con
ditions which are often found in low-gradient stream
valleys, flood plain and wetlands. Vargas-Luna et al.
(2615h) conducted tests considering emergent and
submerged vegetation using artificial grass, three dif
ferent plant densities on non-erodible sand and gravel

bed.They derive the properties of the array of cylinders



that describe each wvegetation configuration by apply
ing Baptist’s (2005) method. The eguivalent culinder
density was found to wvary according to bed roughness,
even for the same flow regime and vegetation den

sity. In spite of these studies, according to Augustijn
et al. (2668), more data is reguired, to establish,
which description performs best under flood of flow
conditions. There is a need for a wide data set of

flow experiments to evaluate the ranges of applicabil
ity of vegetation resistance descriptions. Vargas-Luna
et al. (2615a) provided an overview of existing mod

els for the assessment of the effect of wegetation and
concluded that additional research is needed to accu
rately reproduce the effects, notwithstanding the great
progress made in recent decades.

In evaluating the resistance, another important

aspect is the description of the distribution, density and
localization of wegetation. The number of plants or the
vegetation density may wary significantly from place to
place and hard to take into account in modelling. Most
of the studies suppose that the vegetation is staggered
and parallel or randomly distributed (Jarvela 2004, Wu
2688) whereas they grow especially along the river
sides (Nehal et al. 2612). As a strong simplification of

reality, it is commonly accepted to represent wvegetation



in open channels as a collection of identical stems and
static rigid cylinders (Jarvela 2664) however Vargas

Luna et al. (2614) claimed that the implications of this
assumption are still unknown.

This study constitutes a part of a more compre

hensive study covering the determination of flow

resistance as a response to variation of flow param

eters with time. Particularly, it is aimed in this study to
investigate the effect of wegetation distribution while

keeping the number of plants same. Figure 2. (a)&(bh)view of
the flume. 2 EXPERIMENTAL SET-UFP The experiments are
conducted in a rectangular recirculating flume of .18 m
wide and 5 m long, in the Hudraulics Lahboratory of Ege
University, Department of Civil Engineering.The slope of
the small scale flume was @.867 (Fig. 2). First 75 cm of
the flume is used to still the flow. Plastic artificial
grasses were used in the experiments as wvegetation cover.
In the middle of the flume 1 m long section of the test
area was covered with wegetation (Figs 3-5). The frontal
area of the plants was obtained by scanning the pictures of
plants taken and the areas of pixels were counted. The
images of plastic strips are used to evaluate the projected
area to the approaching flow. The average front area of
each plant is 27 cm 2 with a standard deviation of 1 cm 2 .
The projected area and diameter of the plants waries with
its height. variation of cumulative front area with depth
is given in Figure 3. A significant number of flow
resistance predictors treat vegetation simply as static
rigid cylinders (Jarvela 2664). From this figure it is
revealed that the wvariation of frontal area with vegetation
height is different from a constant diameter cylinder;
therefore it may he argumentative to assume the vegetation
as a cylinder. The density of the wvegetation which is
defined as the number of stems per unit plain area m is 122
m -2 far

Figure 3. Relation hetween projected area and flow depth.

Figure 4. Distribution of vegetation (a) configuration 1,
one



row, (b)Y and (c) configuration 2, two rows (side & plan
views).

Figure 5. (a) Configuration 1, one row of wvegetation, (h)
configuration 2, two rows of vegetation.

all experiments. Total number of flexible wvegetation is
22 for all cases.

Three different configurations were studied namely
scenarios. In the first configuration all plants were
attached to bottom on one side of the flume (Fig. 4a
and Fig. Sal). In the second configuration, half of the
plants were taken out and re-attached to the other side
wall (Fig. 4b-c and Fig. Sh), so that the total number
of grasses was kept constant. In the last scenario, all
the plants were taken out and the flume left empty.
HWater depths are obtained at seven locations before

and after the vegetation zone. Discharge is measured

vwia a scaled tank. Table 1. Characteristics of the
scenarios. @ h @ Fr # of runs Vegetation distribution 1l/s
cm - - 0One row @.358-2.93 9.80-19.65 &.04-1.36 31 Two rows
8.29-3.96 1.06-19.85 6.683-1.38 21 Empty &.55-2.99
1.16-16.88 @.64-1.42 23 3 RESULTS Experiments performed are
summarized in Table 1. For each configuration, different
downstream flow depths and different discharges @ were
applied and in total 75 runs were carried out with
different Froude numbers Fr. Here h & is the entrance flow
depth. The Reynolds number (Re = 4¥R/v) is in the range of
3.6 %« 18 3 - 5.3 = 18 4 . The water surface profiles along
the flume for @ = 8.45 1/s are given in Figure 6, for
illustrative purposes. The beginning and end of the
vegetation zones are depicted by vertical green lines in
Figure 6a and 6b, which corresponds to x = 125 cm and 225
cm of the flume. The figures show how water depths and
velocity profiles are affected by the presence of
vegetation., Water lewels increase and wvertical flow
velocities decrease for the presence of wvegetation, as



expected. In all experiments, the steady flow conditions
were observed.The uniform conditions were attained at only
two experiments where the flume bed slope S & is eqgual to
the slope of the energy grade line 5 e . Approximately in
16% of 75 experiments, the slope of energy grade line is
greater than @.665. Therefore almost all experiments were
conducted at non-uniform conditions. As such, Ishikawa et
al. (2eaa), James et al. (2084), Liu et al. (2068) worked
with uniform and Tanino & Wepf (2868), Ferreira et al.
(2689), Kothyari et al. (28839) and Wang et al. (2815)
worked with non-uniform flow. 4 HYDRAULIC ROUGHMESS The
hydraulic resistance to flow through emergent wegetation
was investigated in terms of coefficient of Chézy, Weisbach
roughness coefficient and Manning’'s roughness coefficient.
The formulas to predict these coefficients and to describe
the channel roughness were first derived for pipes;
however, they are now also used for describing resistance
caused by vegetation (Galema 28@9). French engineer Antoine
Chézy (1769) established a conventional approach for
describing the roughness of the bottom and side walls via
the uniform flow formula: where ¥ = velocity; C =
coefficient of Chézy and R = hydraulic radius {Chow 1959).

Figure 6. Water surface profiles along the flume for

0 =6.45 1/ (a) vegetation with one row, (h) two rows and
{c) empty flume.

A combination of the eqguation of Julius Weishach
(derived in 1845) and the formula of Henry Darcy
(derived in 1858) resulted in the Darcy-Weishach
eqguation, which can be written as

where g = gravitational acceleration; and f =HWeishach
roughness coefficient.

The Irish engineer Manning derived the formula for
open-channel uniform flow:

where n = Manning's roughness coefficient. There are
photos and reference tables for Manning’s n wvalues for

channels and closed conduits (Chow 1959).



Energy losses are ohtained using the energy halance

and the continuity eqguations for all configurations. Figure
7. variation of C coefficient of Chézy with Froude number.
Figure 8. Variation of f Heisbach roughness coefficient
with Froude number. The friction loss, H f , 1s computed
from the flume data using Bernoulli’s eguation (Jarvela
2e82) where z is the elevation, o is the velocity
distribution coefficient, and the subscripts 1 and 2 refer
to upstream and downstream sections, respectively. The
slope of energy grade line 5 e is calculated by 5 e = H f
/L where L is the stream wise distance of the wegetation
zone. The correction coefficient for the kinetic energy
head is adopted as one (Wang et al. 2615). The variations
of coefficient of Chézy, Heishach roughness coefficient and
Manning’s roughness coefficient with Froude number are
depicted for three scenarios on Figures 7-9, respectively.
The maximum friction factor was obtained for low velocity
and high flow depths as revealed by Jarvela (2802 & 2604),
It is ohserved that for all methods of resistance
descriptions, the scenario dealing with two rows gave the
maximum resistance among the others. This is attributed to
the restricted flow area by two rows of plants on both
sides of the flume. On the other hand, the resistance of
empty channel has the smallest one. Trend line of power
type was imposed on the graphs of resistance coefficients
and Froude number.

Figure 9. Variation of n Manning’s roughness coefficient
with Froude number.

Figure 18. Comparison of coefficients determined in Figs.
7-9 for three configurations.

The coefficients of the power eguations determined

in Figures 7-9 for three scenarios are compared in
Figure 18, verifying the hypothesis proposed above.

5 CONCLUSION

It is known that presence of vegetation could be consid
ered as a problem for channel flow capacity due to its

roughness. In order to understand the effects of plan



form areal configuration of flexible wegetation on flow,
a set of experiments were performed in the Hydraulics
Laboratory of the Department of Civil Engineering,

Ege University, in a rectangular flume which is S m
long, 18 cm wide and 28 cm deep with transparent

sides. Experiments were conducted with three scenar

ios and two different spatial distributions of wvegetation
keeping the total number of grass same. In the first
scenario grasses positioned on one half of the flume
and in the second one double sided. In the third sce
nario the flume is emptied. For each scenario different
downstream flow depths and different discharges were
applied. In total 75 runs were performed with different
Froude numbers. Energy losses were calculated using

the energy balance and the continuity equations for all
scenarios.The variations of coefficient of Chézy,Heis
bhach roughness coefficient and Manning’s roughness
coefficient with Froude number are obtained and a

power equation was imposed to the data. It is observed
Kouwen, M. 1992. Modern approach to design of grassed
channels. Journal of Irrigation and Drainage Engineer
ing, 118{5): 733-743.
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optimization and self-organizing maps
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ABSTRACT: This paper reports on the application of Implicit
Stochastic Optimization (IS0) and Self

Organizing Maps (S0M) to determine monthly operating
policies for a reservoir system located in semiarid

Brazil. Three steps define the ISO-S0M model: (1)
generation of monthly inflow scenarios; (2) determinist

optimization of the system operation under the generated
inflow scenarios; and (3) development of monthly

rules by means of S0M, which consists of conditioning
allocation coefficients on initial reserwvoir storage and

current inflow. The study demonstrates the superiority of
IS0-50M model over the standard rules of reservoir

operation, especially during drought spells.

1 INTRODUCTIOM

According to Tundisi (2868), some reasons for the so
called “water crisis” of the twenty-first century are:
increasing demands for water; changes in water avail
ability; intensification of climate extremes; and lack of
articulated initiatives and government actions towards
water governability and environmental sustainability.
In semiarid Brazil, the sustainable management of
water resources is a complicated task because of the
natural huydrological conditions (e.g. high ewvapora
tion rates, scarce and uneven space-time distribution

of rainfalls and limited groundwater availahilitu).



Such environment suffers periodically from water

scarcity, what compromises not only social and eco

nomic development but also water and food security
(Carneiro & Farias, 2613; Farias et al., 2815).

The use of predetermined operating rules seems to

bhe a common and practical solution to manage water

systems subject to drought spells. In a water supply
reservoir, for example, such rules may he derived by
applying optimization procedures and linear regres

sion equations (Loucks & Beek, 2685).

The Implicit Stochastic Optimization (ISO) proce

dure consists of optimizing the system operation under
several inflow scenarios and using the optimal out

comes to define water allocation policies. Usually,

linear regression models relate initial reserwvoir stor

ages and predicted inflows to optimal releases (Farias

et al., 2811; Loucks & Beek, 28@5). Unlike the use of
regression eguations, we propose the application of a
Self-0Organizing Map (S0M) model as an attempt to

extract possible nonlinear trends among the wariables

of the process.

As stated by Kohonen (1982), a S0OM is a bidi

mensional matrix of features capable of representing
multidimensional sets of data. The basic principle consists
of grouping data vectors according to their similarities in
a map, which may he later of use to pattern classifications

and analuses. S0M are a type of unsuperwvised Artificial
Neural Networks based on a competitive training approach



(Haykin, 1999). Although reservoir operation studies on S0M
are rare, other water engineering fields hawve successfully
bhenefited from this emerging tool. Garcla & Gonzalez
(2664), for instance, implemented a S0Mbased model to
estimate and monitor the different states of a wastewater
treatment plant. Using data from weather stations in UK and
India, Adeloye et al. (2811) verified the superiority of a
S0M model over other empirical methods to estimate
reference crop evapotranspiration. More recently, Farias et
al. (2615) compared several S0M structures in order to set
a runoff-erosion model for a semiarid land of Brazil. 2
STUDY AREA AMD DATA The water system adopted for this study
iz composed of the Coremas and M3e D’Azua reservoirs, which
are located in Piancd River basin, Brazil. an open channel
with & flow capacity of 12 m 3 /s connects Coremas and Mae
D’Agua reservoirs. In conformity with Celeste et al.
(2669, we simplified the mathematical implementation of
Coremas-Mae D’ agua system by modelling it as an equivalent
reservoir. As a result, the sum of active storages of both
reservoirs becomes the active storage of the eguivalent
reservoir, Similarly, the flows into the eqguivalent
reservoir matches the sum of flows into each individual
reservoir, Table 1 shows the characteristics of eguivalent
and individual reservoirs.

Figure 1. Location of Piancd River basin.

Table 1. Characteristics of eguivalent and individual
reservoirs, Dead Maximum Active storage storage storage
Reservoir (hm 3 3 (hm 3 ) (hm 3 )

Coremas 32.9 720.@ 6588.9

M3e D’Agua 14.8 £38.7 623.9

Equivalent Reserwoir 46.8 1358.7 1311.9

Source: Celeste et al. (2089)

Table 2. MWater demands in Coremas-M3e D’ Agua water
system. Domestic Fish consumption Irrigation farming Total
Month (m 3 /=) (m 3 /s) (m 3 /s) (m 3 ss)

January 2.28 8.12 8.649 16.45

February 2.28 7.45 6.849 9,78



March 2.28 6.77 ©.849 9.18

April 2.28 6.68 8.849 9.61

May 2.258 6.51 ©.849 §5.84

June 2.28 6.64 ©.649 5.37

July 2.28 7.11 6.649 9.44

August 2.28 7.92 6.949 18.25

September 2.28 8.48 6.949 16.73

October 2.28 8.78 6.849 11.83

Movember 2.28 8.72 ©.845 11.84

December 2.28 8.21 ©.845 16.54

Source: .Lima (2694)

Streamf low data are available for three gauging sta
tions in Piancd River basin (Fig. 1). Monthly means
for evaporation and precipitation are at disposal in the

wark of Lima (2664). The main water demands in the system
are domestic consumption, industrial and irrigation use,
and fish farming. Coremas reservoir also explores a small
hydropower plant. Tahle 2 lists the monthly demands assumed
for this study. 3 IS0-S0M MODEL The IS0 procedure comprises
three hasic steps: (1) Generate M synthetic monthly
scenarios of reservoir inflows; (2) Optimize the system
operation for all M scenarios using a deterministic
optimization model; and (3) Use the ensemble of optimal
outcomes to develop monthly operating rules. In this study,
coefficients of allocation wit) for each month index t are
related to initial reservoir storages S(t-1) and reservoir
inflows I (t) during the current time period by means of
S0M Conseqguently, with information on initial reservoir
storage and inflow for the current month, it is possible to
determine the water release for a specific month. The
reservoir release R(t) and water demand D(t) defines the
coefficient of allocation as shown in Equation 1. 3.1
Stochastic generation of inflows The success of an ISO
procedure depends on the existence of long series of
hydrological records, which is not always possible. A



practical solution to overcome such difficult is to carry
out stochastic simulations of hudrological wariables. For
this, the simulation model

Figure 2. SOM structure with 5§ = 5 neurons and a
neighborhood radius of three steps. Source: Adapted from
Farias & Santos

(2e14)

must produce data with statistical properties similar to
the ohserved values.

The model used for the monthly generation of

reservolir inflows is the Fragment Method (FHD.

Such method has been effectively applied to semiarid
regions and more detailed information on its function

ing may be accessed in the works of Carneiro & Farias
(2613), Celeste et al. (2687), and Svanidze (198@).

3.2 Optimization of reservoir operation

The determinist model assumes that the main goal of

the system operation is to find water releases that best
satisfy the total demands without compromising the
system, as shown in Equation 2.

where 2 = ohjective function; and N = operating hori

zan.

The water halance (Eg. 3) relates water release, stor
age, inflow, precipitation, evaporation and spill at each
period.

in which S(t) = reservoir storage at the end of month

t; S(8) = initial reservoir storage; I (t) = reservoir



inflow; Pit) = precipitation volume owver lake sur
face; E(t) = evaporation volume over lake surface; and

Spit) = spill that eventually might occur. The physical
limitations of the system define lower and upper bounds for
releases, storages and spill, as shown in Equations 4-6.
where 5 max and S5 min are the maximum and minimum reservoir
storages, respectively. 3.3 Operating rules The IS0-S0M
model is used to produce twelve operating rules, one for
each month of the year. A S0M contains single units known
as neurons, which auto-organize in a manner that preserves
neighboring relationships. According to Beale et al.
(2612, the neurons in a S0M are sets of parameters
fweights) which are adjusted in order to recognize input
vectors. The SOM network is composed of two lavers: a
multidimensional input laver and a bidimensional output
layer. In the later, neurons compete in order to define a
winner. Each component of an input wector connects the
weights of all neurons in the bidimensional laver. In this
study, the input vectors are formed by three elements:
initial storage S(t-1), inflow I (t), and coefficient of
allocation w(t). The output layer contains hexagonal
neurons with three weights, one for every component in
input wectors. Figure 2 shows a SOM structure with 5=5
neurons and a neighborhood radius of three steps.

fs shown in Eguation 7, Euclidian distances Ed 1
between input wectors and output neurons i control the
calibration of SOM networks.

in which j = vector component index; p = total num

bher of weights in each output neuron and elements in
input wector; b = number of neurons in the bidimen
sional layer; x(j) = j-th component of the input vector
#; and w i (j) = j-th weight component of the i-th output
neuran.

The winning neuron is the neuron i for which the
Euclidean distance to input wvector x is the lowest.

The weights associated with this neuron ix and neigh



bhor neurons in a certain neighborhood radius Yix are
then updated by the Kohonen rule, which is available

in Beale et al. (28612). The application of this rule
modifies the weights of the winning neuron and its
neighbors in order to decrease Euclidean distances.

As a result, the map of neurons may be used later to
classify similar vectors.

In this study, the trainings occur in batch mode. In
such mode, the search for winning neurons is carried
out for each input wvector (sample) and then the weight
vector is moved to the average position of all input
vectors for which it is a winner or neighhor of a winner.
After several presentations of the data set, the weights
tend to stabilize (Beale et al., 2612).

In this approach, a number of 188 presentations of

the whole data set limits the network trainings. The
radius of the neighhborhood starts with three steps and
uniformly decreases to the unit value. This choice is a
way to organize the neuron weights in the input space
consistently with neuron positions in the dimensional
grids (Beale et al., 2612).

After calibrations, the S0M networks can estimate
allocation coefficients for new input data. For this,
we consider the allocation coefficient component as

missing in the input wvector and follow three steps:



(1) calculate the Euclidean distances between the input
vector and weights of output neurons disregarding
the allocation component;

(2) determine the winning neuron based on the lowest
Euclidean distance; and

(3) assume the weight component of the winner neuron
connected to the missing walue of the input wectaor
as the estimation.

The models developed in this study were imple

mented in MathWorks’ MATLAE R281Za (Beale et

al., ze12).

4 RESULTS AND DISCUSSION

4.1 Stochastic generation of inflows

The data used for calibrating the FM comprises the

sum of monthly streamflows from Piancd, Emas and Table 3.
Correlations between ohserved and calculated coefficients
of allocation for the training dataset. Month Correlation
coefficient January @.96 February .95 March ©.93 April
8.94 May 9,96 June .93 July 8.95 August 6.96 September
.94 October .94 November @.94 December &.94 Aguiar
gauging stations during the period from 1964 to 1988. The
model and inflow series used in this research are the same
ones implemented and successfully tested by Carneiro &
Farias (2613). 4.2 IS0-50M operating rules The initial
storage of the eguivalent reservoir was set to the maximum
storage. The ISO0-S0M model was run under M = 28 seguences
of N = 1248 months of FM-hased inflows. The first and last
two years of each sequence M were suppressed to avoid
problems with boundary conditions. This provided a total of
24,666 months (26 sequences of 1,266 months) of optimal
reservoir releases. The reservoir initial storages, current
inflows and allocation coefficients from January to
December were grouped and submitted to the S0M model for
ohtaining 12 operating rules, one for each month. Each SOM
was calibrated with b = 25 neurons (5 = 5) in the



bhidimensional layer as shown in Fig. 2. Tahle 3 shows the
correlations between ohserved and calculated coefficients
of allocation for each month considering the training
dataset. The correlations were egual to or greater than
8.93 for all 12 rules, indicating that those data are
highly correlated. Figure 3 depicts the S0M component
planes for all months. The color scales represent the
values of neurons according to their position in the map.
Yellow zones correspond to higher walues of neuron weights
while black zones indicate lower walues. Analusis of Figure
3 confirms that high walues of initial storage and current
inflow matches high coefficients of allocation. Moreover,
the maps of components demonstrate that hoth the season and
reservoir initial storage play important roles in deciding
the coefficient for water allocation. The performance of
the IS0-50M model was inwvestigated considering the
operation of the reservoir for 16 new FM-hased simulations
of inflows, each one with 24 years. As in the IS0-50M model
calibration process, the two first and last years were
eliminated,

Figure 3. Component maps for all months.

resulting in a total of 20 uears (248 months) of
operation for each new simulation.

The IS0-50M model results were compared to

those obtained by the application of the deterministic
model under perfect forecasts of reservoir inflows.The
operation using the deterministic model gives us the
“optimal releases” to be employed since it has knowl
edge of future monthly inflows for the whole operating
horizaon.

In addition, the Standard Linear Operating Pol

icy, also known as SLOP, was applied for comparison
purposes.The SLOP, which is one of the simplest oper
ating rules, states that when the availahle water is eqgual

to or less than the demand, all stored water is released.



When the available water exceeds the demand, the

demand is met and the surplus is accumulated in the
reservoir until its maximum storage is reached and
spillage starts to occur (Loucks et al., 1981).

A wulnerability index U , assumed as the function

shown in Eguation 8, was used for all simulations and
Table 4. Yulnerability index for 16 simulations of 246
manths.

Simulation Deterministic SLOP ISO-50M model

SIM#G1 6.62 6.a7 6.64

SIM#G? @.65 6,18 6,88

SIM&G3 6.62 6.96 6.649

SIM#Gd @.18 6,19 6,16

SIM#6S @.68 6.15 .13

SIM#eE @.61 6.91 6.681

SIM#GT @.66 6,12 6.89

SIM#GE @.62 6.85 6,83

SIM&G9 @.62 6.96 6.64

SIM#1G 6,68 6.98 6,00

Figure 4. Reservoir storage results for the reservoir
operation in SIM#G1. models of this study and the results
are presented in Tahle 4. The vulnerability index denotes
the magnitude of system failures to attend water demands
for the whole operating horizon M . The wulnerability
varies from zero to one, with “zero” indicating that the
demand was fully attended and “one”™ demonstrating that
there was no water allocation at all. As a result, the
higher is the wulnerability indicator; the more wvulnerable

is the rule. aAnalysis of Table 4 shows that the IS0-S0M
model was less wulnerable than SLOP and more vulnerable



than the deterministic model for eight of the 16
simulations. Figure 4 illustrates the reserwvoir storage
bhehavior of all models for SIM#@1. Investigation of the
results shown in Figure 4 evidences that the deterministic
model tries to reserve the stored water to use in future
shortage periods. In periods of water shortage, it is
possible to suggest that the ISO0-S0M policies try to
imitate the reservoir storage behavior ohserwved in the
operation with the deterministic model, which is an
optimization under perfect forecast. 5 CONCLUSION He
coupled ISO and SOM to derive monthly operating rules to a
water system in semiarid Brazil. The calibration of the
reservoir operating rules were satisfactory for the
proposed S0M structure of § = 5 neurons. Moreowver, the
generated maps of components

enabled a detailed analysis and understanding of the
specific reservoir operation.

The outcomes indicate that the ISO-50M model

is less vulnerable to water shortages than the stan

dard rules of reservoir operation. As conclusion, we
helieve that the combination of ISO with emerging

tools such as SOM may be a promising strategy for
reservolir operation.
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Comparison of PIY measurements and CFD simulations of the
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ABSTRACT: In this work, the comparison of the welocity
field over a bottom rack suystem measured hy

Particle Image Velocimetry (PIV) and simulated with
numerical simulations (ANSYS CFX wid.@) is presented.

Laboratory measurements are taken in a physical device
located in the Laboratory of Hudraulic Engineering of

the Universidad Politécnica de Cartagena (Spain). Welocity
and pressure coefficients of the energy equation are

ohtained and used to ewvaluate the water profile along the
racks. Pressure distribution along the flow depth is

presented for several distances along the rack. Pressure
results are compared with the pressure deviation terms

from hydrostatic pressure profile proposed by several
authors.

1 INTRODUCTION
Bottom intake systems, made by racks disposed lon

gitudinally to flow and located at streambed, are used



to derive flood flows from ephemeral gullies in semi
arid regions. The shape and spacing between the bars
that constitute the rack have influence in the derived
flow per unit length. Leading, therefore, to different
discharge coefficient walues (Orth et al., 1954). The
intake system is a spatially-varied flow with decreas
ing discharge, in which the curvature of the water
profile and the streamlines creates a non-hydrostatic
pressure distribution over the bottom rack. Following
previous studies of Mostkow (1957), Righetti and Lan
zoni (2868) verified the relation between the angle of
streamlines with the plane of the rack and the discharge
coefficient. The streamlines slope also influences in
the direction of the drag force that water exerts on
solids, defining areas of preferential deposition of
solids over the racks (Castillo et al., 2813a, 2613b,
2814, 2815).

Several researchers proposed analytical solutions of
the continuity and momentum equations in the wertical
plane over the rack. Nakagawa (1969) used a a lin

eal profile for the horizontal velocity component with
regard to its average in each section, while Castro
Orgaz and Hager (2811) estimated it as a constant.
These solutions provide pressure distribution and its

deviation from hydrostatic values.



Mostkow (1957) considered two-dimensional equa

tions of momentum and continuity.

Common solutions to estimate the water profile

and the derived flow along bottom intakes consider
frictionless irrotational flow with hydrostatic pressure
distributions (Garot, 1939; De Marchi, 1947; Noseda,

1956) . For the horizontal rack case where h is the flow
depth, H the energy head considered constant, m the void
ratio, and C gh the discharge coefficient as a function of
the flow depth. Curvilinear flow over bhottom racks and
slots have been experimentally characterized in laboratory
by several authors using pressure measurements, and
ohtaining velocity and pressure coefficients (Mostkow,
1957; Nakagawa, 1969; Nasser et al., 1984). 2 OBJECTIVES
The definition of wvelocity and pressure fields along bottom
systems and its influence in derived flow are of interest.
In this work, a Particle Image Velocimetry (PIV) sustem is
used to define the 20 welocity field in a wvertical plane
located in the space hetween bars. Results are compared
with computational fluid dynamic (CFD) simulations (ANSYS
CF¥ wid.8). velocity and pressure coefficients, o and A
respectively, are defined and used to evaluate the water
profile and the derived flow per unit length. For that
purpose, the following equation, obtained from frictionless
energy equation, has been used: 3 MATERIAL AND METHODS 3.1
Physical device An intake system located at the Hudraulic
Laboratory of the Universidad Politécnica de Cartagena
(Spain) has been used. It consists of a 5.8 m long and
8.58 m wide approximation channel, a rack with different

Figure 1. Scheme of hars position.

Table 1. Geometric characteristic of racks.
Experiment A B C

Spacing between 5.78 5.58 11.78

bars, b 1 (mm)

Yoid ratio 9.16 @.22 .28

m=hi1hb1+38



slopes (from horizontal to 33%), a discharge chan

nel, and the channel to collect derived water. Three
different racks, with .98 m length, are available. All
of them are made of aluminium bars with T profiles

(T 38/25/2 mm). Bars are disposed longitudinally to
the inlet flow. The differences be-tween the racks are
the spacing between hars, so different woid ratios are
available (Figure 1).

Table 1 summarizes the geometric characteristics of
each rack.

In this work, the rack with void ratio m = 8.28 in

the horizontal position was used. Figure 2 shows the
intake system in the Hydraulic Laboratory.

3.2 PIV equipment

velocity field was measured with a PIV system com
posed by a high-speed camera Motion Pro HS-3,

75 mm focal length ohjective, lens aperture f/11,

526 = 528 pixel resolution, 8 bits =+ 255 shades and a
distance from the camera to stream recorded of .58 m.
Recording window dimensions are 9x9 cm.

The laser is an Oxford Laser whose configura

tion is: pulse = 16 us; beam width = 5.5 mm; power
peak = 266 W; delay = 38 us; wavelength = 868 nm.

The temporal increment between frames is

t = 1/688 s; so the ratio = @.66617 meterspixel.



Duration of each test was about 12.5 seconds.

Flow was seeded with polyamide particles of 58 pm
size. Frames were analysed in consecutive pairs by
cross-correlation in an interrogation area of 64 = 64
pixel with sub-windows of 32 = 32 pixel (Thielicke &
Stamhuis, 2614).

3.3 Mumerical simulations

A Computational Fluid Dynamics simulation of the

intake system with ANSYS CFX vi14.9 was also Figure 2.
Intake system physical dewvice. used. Previous works
demonstrated the suitability of this code to solve the flow
through an intake system (Castillo and Carrillo, 2612;
Castillo et al., 2614, 2615). CFD codes solve the
differential Reynoldsfveraged MNavier-Stokes (RANS)
eqguations of the phenomenon in the fluid domain, retaining
the reference guantity in the three directions for each
control volume identified. The eguations for conservation
of mass and momentum may be written as: where i and j are
indices, % 1 represents the coordinate directions (i, j = 1
to 3 for x, U, z directions, respectivelu), p the flow
density, t the time, U the velocity wector, p the pressure,
U “ 1 presents the turbulent velocity in each direction (i
=1 +to 3 for %, u, z directions, respectivelu), W the
molecular viscosity, S5 1j the mean strain-rate tensor, and
-pu “ 1 u 7 j the Reynolds stress. Eddy-wviscosity
turbulence models consider that such turbulence consists of
small eddies which are continuously forming and
dissipating, and in which the Reunolds stresses are assumed
to be proportional to mean velocity gradients. The Reunolds
stress may be related to the mean wvelocity gradients and
eddy viscosity by the gradient diffusion hypothesis: with k
bheing the eddy wiscosity or turbulent wiscosity, g t the
eddy wviscosity or turbulent viscosity and & the Kronecker
delta function. The k-w based Shear-Stress-Transport (SST)
turbulence model was selected to complement the numerical
solution of the Reynolds-averaged Mavier-Stokes

equations (RAMS). To solve the two-phase air-water,
the homogeneous model was used. The fluid domain is

divided into control wolumes, which must satisfy the



bhalance of the governing eguations. The total num

ber of elements used in the simulations was around
356,008 elements, with ©.884 m length scale near

the rack.

For simplicity, it was considered that all the longitu
dinal bars work in the same mode in the intake system.
For this reason, the domain fluid considers three bars
and two spacing between bars. Summetry conditions

were used in the central plane of the extreme bars.

The model boundary conditions correspond to the

flow at the inlet condition (located .56 m upstream

of the rack), the upstream and downstream water

levels and their hydrostatic pressures distributions. In
the bottom of the water collected channel, opening
boundary condition were used. It has been assumed

that the free surface is on the ©.5 air volume frac
tion. To judge the convergence of iterations in the
numerical solution, we monitored the residuals. The
solution is said to have converged in the iterations if
the scaled residuals are smaller than fixed walues rang
ing between 18 -3 and 19 -6 . In this work, the residual
values were set to 1¢ -4 for all the variables (Castillo
et al. 2e1a).

4 RESULTS

4.1 velocity field



Particle Image Velocimetry (PIV) allowed us to cal

culate velocity field and streamlines along the flow

over bottom racks. The orientation of the laser light
sheet is vertical and streamwise at the centreline of

the screen. Values are compared with numerical sim
ulations. Figures 3-5 show the velocity wvector field,
together with the streamlines and the free surface

flow profile are presented for approximation flow of

q 1= 77.6; 114.6 and 138.8 l/s/m, volid ratio m = .28
and horizontal rack slope. Data consists in a steady
state test. Duration of each test was about 12.5 seconds.
Free surface is measured in lab, with a 2ood agree

ment with CFD numerical simulation (Castillo et al.,
2a14, 2e16). Velocities and streamlines show a good
agreement between measured and simulated walues.

4.2 velocity and pressure coefficients

The coefficients of welocity (o) and pressure (&) of

the energy eguation can be obtained, by numerical
integration, from the following eguations:

where U i is the horizontal component of the wectar
velocity, U the velocity module of the cross section,
Figure 3. velocity field and streamlines measured with PIV
and simulated with CFD for rack with m = .28, horizontal
slope and approximation flow, g 1 = 77.6 l/s/m. Figure 4.
velocity field and streamlines measured with PIY and
simulated with CFD for rack with m = .28, horizontal slope
and approximation flow, g 1 = 114.6 ls/sm. Figure 5.

velocity field and streamlines measured with PIY and
simulated with CFD for rack with m = .28, horizontal slope



and approximation flow, g 1 = 138.8 l/sm. A the area of
flow, g the specific flow across the considered section, y
the wvertical coordinate of the point in the cross section,
and p the pressure in the point in which the y wvalue is
considered. In Figures 6 and 7, the coefficients of

velocity and pressure from eguations 6 and 7 are shown for
different cross sections located in different distances to
the heginning of the rack (&.66, @.65, @.16, 6,26, and @.36
mi, as well as for three specific approximation flows

(77.8, 114.6, and 138.8 l/s/m). Coefficients presented in
Figure 6 and 7 are ohtained as a result of the proportional
weight of the areas located over and between the
longitudinal bars of the rack. From these coefficients, the
Equation 2 can

Figure 6. Velocity coefficient of the energy eguation, o, in
cross sections located ¥ distances from the beginning of the
rack, and for three specific approximation flows.

Figure 7. Pressure coefficient of the energy eguation, A, in
cross sections located ¥ distances from the beginning of the
rack and for three specific approximation flows.

be numerically solved using the fourth-order Runge-

Kutta algorithm. To solve the system, the eguation of

flow derived is required:

The system of Eguations 2 and 8§ is eguivalent to the
solution of two ordinary differential equations with the
unknown guantities hix) and gix).

At the inlet section, two boundary conditions are
considered: the inlet specific flow g and the ini

tial water depth h (heing energy estimated as critical
section).

Along the rack, the wvalues of o, dosdx, A, and disdx

can be adjusted to exponential functions, expressed as



functions of the x coordinate.
The discharge coefficient wvalue is obtained from

(Noseda, 1956): Figure 8. (a) Comparison of the flow
profile over the bhottom rack along the rack solved with
eguations 2 and 8, and with laboratory measurements. Figure
8. (h) Comparison of the flow derived along the rack solved
with eguations 2 and 8, and with laboratory measurements.
where 1 is the interaxis distance. In this case, the
interaxis distance is 6.6417 m. The numerical results for
h{x) and for the derived flow g d obtained are in agreement
with the laboratory measurements. Figures 8a and 8b shows
the results obtained for the specific flow of 114.6 l/s/m.
4.3 Pressure head along the rack The curwvature of
streamlines in the flow leads to pressure dewviations from
hydrostatic conditions. CastroOrgaz and Hager (2611)
proposed an expression to calculate this dewviation: where

p is the pressure deviation, g the gravitational
acceleration, g © = dg/dx the derived flow (Eguation 8), h
* = dh/dx the slope of the surface of flow, and h 7 = d 2
hsdx 2 the curvature of flow profile.

Figure 9. Pressure head calculated from wvelocity field and
equation 18 compared with pressure head computed with

CFD in a cross section located @.68 m from the beginning
of the rack.

Figure 18, Pressure head calculated from welocity field and
equation 18 compared with pressure head computed with

CFD in a cross section located @.65 m from the beginning
of the rack.

From the field of wvelocities along the flow, in

Figures 9-12 the three terms on the right side of

Equation 18 are calculated and compared with the

pressure head computed with CFD, p CFD , in sewveral

cross sections and along the flow depth for the case



of g = 114.6 l/sm. Equation 11 shows the terms on the
right side of Eguation 16 defined as Bp I , 8p II , @p
III and @p:

Some differences are observed hetween the terms

of pressure head computed with CFD, p CFD , and the
term (h-y +lp) computed from velocity field and
equation 16 (Castro-0Orgaz and Hager, 2611). These

differences are significant in the lower zones of the
Figure 11. Pressure head calculated from welocity field and
equation 1@ compared with pressure head computed with CFD
in a cross section located 8.18 m from the beginning of the
rack. Figure 12. Pressure head calculated from velocity
field and equation 16 compared with pressure head computed
with CFD in a cross section located .26 m from the
bheginning of the rack. flow, near to the hottom rack, while
2-3 cm above the bottom rack, values are wvery similar. From
the Euler eqguation in the wvertical direction and the
continuity eguation, the termBp (Eguation 16) was obtained
by integration in the wertical direction. The zones near
the bottom rack are characterized with significant shear
stress due to the increment of turbulence generated by a
relevant transversal derivative of the vertical velocity
within that area. Actually, vertical velocity has to change
from significant walues in the centre of the spacing
bhetween bars, to near null values close to the rack. Thus
as a first approximation, the term of viscous stresses that
would appear in the wertical Euler eqguation, ut (8 2 Uy
g 2+32U0ydy2+32U0yaz27) , has bheen calculated,
resulting in a new eguation system:

where U ¥ and U y are the horizontal and wvertical veloc
ity components, respectively, and u t the kinematic
eddy wviscosity.

Neglecting terms of 8 2 Uy 3x 2+ 32 U0y ay2, a
numerical inte

gration in the wertical direction has been done. Kine

matic eddy viscosity divided by gravity acceleration is



in the order of 16 -4 ms, while the term & 2 U y 3z 2 shows
val

ues in order of 16 3 m -1 5 -1 . Integrating in the vertical
direction, wvalues of 186 -2 m are obtained in the bottom
part of the flow.These results are in agreement with the
differences between p CFD and the term (h - y +@p)
showed in Figures 9-12.

5 CONCLUSIONS

The definition of the welocity field through the bot
tom racks is of importance to evaluate the derivation
capacity and clogging phenomena over intake sys

tems. In this work, Particle Image velocimetry (PIV)
lahoratory measurements and Computational Fluid
dynamics simulations (CFD) have heen used to ohtain

the velocity field.

The knowledge of the wvelocity and the pressure
coefficients in the energy eguation, allows to define
the flow profile and the derivation flow with a good
agreement to the wvalues measured in lahoratory.

In a first approximation, pressure heads computed

with CFD, show differences with empirical methods
proposed that does not take into account turbulent
viscous stresses.

Further experimental measurements and CFD sim

ulation are reguired to improve the knowledge in

curvilinear flows with decreasing discharge in bottom



intake systems.
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Image processing techniques for velocity estimation in
highly aerated flows:

Bubble Image Welocimetry wvs. Optical Flow
D.B. Bung & D. Valero

Hydraulic Engineering Section, FH Aachen University of
fpplied Sciences, Aachen, Germany

ABSTRACT: Measuring of flow velocities in aerated flows is
known to be difficult in physical models. Appli

cation of classical anemometers or ADY probes is limited to
low air concentration. Thus, highly aerated flows

are commonly investigated by use of intrusive needle probes
(conductivity or optical fiber) which allow deter



mination of both, air concentration and welocity, as well
as related parameters (e.g. bubble chord lengths and

turbulence). In the recent past, non-intrusive image
processing technigues hawve gained more attraction. In the

present paper, Bubble Image welocimetry and Optical Flow
methods are applied to aerated stepped spillway

flows using high-speed cameras with different resolution to
highlight capabilities and limitations of hoth meth

ods. Results show that Optical Flow is capable to give
results of at least the same accuracy as Bubble Image

Velocimetry., A higher image resolution enhances the guality
of the results. The dense velocity information being

ohtained by Optical Flow may help to carry out
investigations on turbulence in future.

1 INTRODUCTION

In hydraulic engineering, the hudraulic performance of
weirs and spillways is commonly elaborated by means

of hydraulic modeling during early design stages.
Herein, energy dissipation potential is a key feature
which is closely linked to the flow welocity and fric
tion factor. Performing of velocity measurements is
mostly difficult due to self-aeration of the water. Clas
sical velocity probes, e.g. anemometers or Acoustic
Doppler vVelocimeters (ADY) hecome less accurate ar
even unsuitable in highly aerated flows (Matos et al.
2eaz2) . Alternatively, intrusive conductivity or fiber
optical probes are commonly employed (Boes 268@,

Bung 2@lla, Chanson 2662, Felder & Chanson 2815).

However, these probes are known to be expensive and



very sensitive to damages due to wvery fine tips.

In the recent past, non-intrusive imaging technigues

have been adopted to such highly aerated spillway

flows in several lahoratory studies. The adwvantage of

these imaging studies is given by the flow wvelocity

fields which are directly obtained. In contrary, intru

sive needle probes yield time-averaged, local wvelocity

{and air concentration) data only. HMost of these non
intrusive studies were hased on the so-called Bubhle

Image Velocimetry technigue (BIV) which was intro

duced by Ryu et al. (2865) for impinging waves. BIV is

the application of a common Particle Image Velocime

try (PIV) method to bubbly flows using bubhles as

tracers. Bung (2611kh) first demonstrated the appli

cability of this technigue to stepped spillway flows

with high air concentrations. These results were later
improved by Leandro et al. (2814) applying a complex
calibration method. Bung &valero (2615) showed that some
image pre-processing and filtering may also help to improve
the results compared to data from a conductivity probe.
Anyway, all studies showed that BIV tends to underestimate
the conductivity probe data in order of up to 28 %. Another
imaging technigue that has recently been applied to highly
aerated flows (Bung & valero 2816a) as well as to slightly
aerated flows and particle images for PIY (Bung & Walero
2a16h) is ¢iven by the socalled Optical Flow (OF). This
method is known in the Computer Vision community and is
applied to different fields like autonomous car-driving or
video compression (Fortun et al. 2815). The optical flow is
defined as the movement of brightness (intensity) patterns

through a seguence of images (Horn & Schunck 1981). It is
assumed that the brightness of a moving pixel is conserwved



through a set of images. While the Horn & Schunck method is
a global method, local methods (e.g. Lucas & Kanade 1981),
consider a constant optical flow within a close
neighborhood. Thus, local methods do not allow to determine
a movement within a region of uniform intensity leading to
sparse velocity fields. Global methods, in contrary, yield
dense velocity fields with velocity information at every
image pixel. Although sewveral improvements of the classical
Horn & Schunck method hawve been presented since its
original formulation, Bung & Valero (2016a, 2816h) showed
that the original method gives good results when applied to
hydraulic engineering problems. Similar results were
identified hy Corpetti et al. (2666), Liu et al. (2615) and
Liu & Shen (2868). The present paper aims to compare the
results from BIY with those from OF for two different image
resolutions and guantify and discuss their differences.
Figure 1. Extracted high-speed images from hoth setups,
flow direction from left to right.

2 METHODOLOGY

Both imaging technigues are applied to high-speed

video frames which are taken at two different stepped
spillway models. Both models are set up with 1v:2H

slope, 6 cm step height and similar inflow conditions.

The flumes are built with Plexiglas sidewalls to allow
visual inspection and with a black PVC rear wall to

enhance the contrast. The specific discharge is set to

.87 m2 /s.

The first experimental setup consists of a 38 cm

wide flume with a total drop height of 2.34 m. ¥ideos

are captured with a KS¥ instruments high-speed cam

era, type HiSiS 2666, with a resolution of 256 = 256 px

and a sample rate of 12286 fps.The camera is installed at

56 cm distance of the sidewall and the flow field is illu



minated with halogen spot lights with a total power of
1,386 W (installed above the flume and in front of the
Plexiglas sidewall). Discharge is controlled with a flap
valve and an inductive flow meter. Measurements are limited
to step 28 in the fully-developed flow region. Figure 1a
shows an exemplary frame. Please note that this frame is
cropped to the field of interest and rotated to align the
pseudo-bottom formed by the step edges with the horizontal.
The pixel density is ~14 pxscm. The reader may note the
strong blurring of the image. The second installation
consists of a 56 cm wide flume with a total drop height of
1.74 m. ¥ideos are recorded with MotionScope Miro M1Z2@
camera provided by LaVision with a resolution of 1928 =
1266 px and a sample rate of 732 Hz. The camera is
installed at 66 cm of the sidewall. The wideo is captured
at step 21 in the qguasi-uniform flow region (Bung & Valero
2816a) using a synchronized LED illumination installed in
front of the flume. The discharge is controlled with use of
a freguency-regulated pump and an inductive flow meter.
Figure 1b shows an extracted video frame (again rotated and
cropped to the field of interest). The pixel density is
here ~183 pxscm. Determination of welocity fields is
conducted using MatPIV (Sveen 2664) in its latest version
1.6.1 for BIY. MatPIV is an open-source Matlab ® toolbox
allowing to set several filters like a signal-to-noise
ratio filter (SNR) as well as local and globhal filters to
be applied with user-defined thresholds. For 0OF, another
open-source Matlab ® toolbox, developed by Sun et al.
(2618), is used. This toolbox was written to henchmark
recent advances in optical flow methods against the
classical Horn & Schunck scheme which was found to he still
competitive when appropriately implemented.This classical
Horn & Schunck method, which will be described in the next
section, is used in the present study and combined with an
image processing technique to improve the results. All
results will be compared to conductivity probe data which
were obtained in the centerline of setup 1 (Bung 2889). It
is acknowledged that wall effects are very likely, but
assumed to be small (cmp. Leandro et al. 2614). Another
drawback of these imaging technigues is that no clear
measuring plane can he defined as no laser sheet is applied
as in standard PIY setups. The reader may note that
application of such laser systems is not possible in highly
aerated flows due to strong reflections and uncontrolled
redirection of the laser light. 3 IMAGING TECHMIGUES 3.1
Bubble Image Welocimetry Displacements in Bubble Image
Velocimetry (BIY) or Particle Image Velocimetry (PIV),
respectively, are generally determined by performing a
twodimensional cross-correlation analysis of the image



intensity matrices of two subseguent frames:

In Eg, (1), I 1 and I 2 denote the pixel intensities of
two images, ¥ and ¥ the pixel coordinates and Bx

and By the increment to the second frame. This cross
correlation function is characterized by a peak value
which represents the best correlation and thus, the most
likely displacement U and ¥ in ¥ and % direction. In
order to obtain a complete displacement field, images
are commonly divided into multiple interrogation win
dows, which may also overlap, and Eg. (1) is solved
for each window.

Speed-up of the cross-correlation may be achieved

when transferring the images into their freguency
domain (i.e.: Fast Fourier Transformation or FFT).
According to the correlation theorem, correlation in
the spatial domain is equivalent to multiplication in
the freguency domain. An inverse FFT then yields the
spatial cross-correlation.

In any case, it is pointed out that for each interroga
tion window, a single displacement wector is obtained.
Denser displacement or welocity fields thus reguire a
high number of interrogation windows wherehy the
minimum window size is limited as particles must

not leave the window from one image to the next.

Additionally, when applying a FFT cross-correlation,



displacements larger then half of the window size lead
to aliasing, i.e. the correlation peak is folded back into
the correlation plane but appears on the opposite side
(Sveen 2684). Alternatively, higher sample rates could
he chosen (technically limited) to allow for reducing
interrogation window sizes and obtain denser welocity
fields.

3.2 Optical Flow

In order to determine the mowvement of brightness pat
terns, or the movement of an object, respectively, the
classical Horn & Schunck method basically assumes

the conservation of brightness I (¥ ,¥ ,t) of a mov

ing pixel with the image coordinates ¥ and ¥ at the

time t:

Eguation (1) may be expanded to

or be written in a compact form as

where I ¥ and I % are the spatial image hrightness deriva
tives in ¥ and ¥ direction and I t is the temporal
derivative. U and ¥ are the unknown spatial displace
ments in ¥ and ¥ direction, respectively. Equation (4)
is an 1ill-posed problem with 2 unknowns, reguiring a
second constraint to be solved.

Horn & Schunck (1981) assumed that neighbour

ing points have a similar velocity.d so-called “gradient
constraint eguation™ or “data term” was proposed by

reducing the sguare of the gradients of the optical flow
velocity. With this assumption, Eg. (4) can be substituted



by the following ohjective function where E is the error
functional to minimize, ¥ = (8/9% , 8/3% ) is the spatial
gradient and o a scaling factor for the spatial term.
Larger values for o will result in smaller flow gradients
and thus smoother flow fields. Additional image filtering
technigues are known to improve the results. As shown by
Bung & VYalero (2816a, 2616h), incremental multi-resolution
technigues based on the so-called pyramid method help to
enhance the results when OF is applied to aerated flows. In
principle, this method applies a single filter to a set of
images instead of using different filters to a single image
(Adelson et al. 1984, Burt & Adelson 1983). For this
purpose, the original image size is reduced resulting in a
bhlurred (low-pass filtered) copy of the image when again
upscaled to its original size. When this step is repeated
multiple times, a set of images with different sizes is
ohtained forming a pyramid when illustrated one above the
other.This pyramid may be regarded as the spatial-freguency
domain of the image. The image puramid method then
downsamples each level from its nearest finer level and the
optical flow is first estimated at a coarse lewel. The
coarse scale displacement is used afterwards to correct the
sequence at the next finer level (warping) (Sun et al.
2616) . The total displacement is then given by the summation
of all motion increments. According to Bruhn et al. (28as5),
this method results in higher accuracy for flow with large
displacements. Sun et al. (2818) state that there is no
optimal method which is suitable for any arbitrary
seguence. Instead, a suitable method needs to be chosen for
a given seguence. The reader is referred to the review
papers of e.g. Fortun et al. (2615) or Sun et al. (261&)
that give further descriptions of optical flow technigues.
4 RESULTS 4.1 Low-resolution frames velocity fields from
the low-resolution images have been presented by Leandro et
al. (2614) applying a complex calibration scheme with
variation of different filter settings and interrogation
window sizes. In order to obtain smoother welocity fields,
multiple BIV calculations were performed using a series of
subseguent images and the median velocity field was assumed
to be representative (cmp. Bung 2611b). It was found that
the best results were obtained when using 868 frames in
total and an interrogation window size of 16 = 16 px with
75% overlap (the displacement

Figure 2. BIV wvelocity magnitude field (in cms/s) after cal
ibra-tion according to Leandro et al. (2814), median result

from 888 frame pairs (note that the vectors have been nor



malized to bet-ter visualize the step niche wvortex, flow
from

left to right).

Figure 3. Velocity profiles at upstream step edge (x = @ cm)
from OF calculations with 1, 1@, 5@, 266 and 888 frame pairs
compared to the BIY results from Fig. 2 and the conductivity
probe data (CP) for the low-resolution frames.

hetween two frames is about 5 px). In the current study,

the settings from this calibration are adopted leading

to the BIY velocity field in Fig. 2.

Fig. 3 compares the BIY welocity profile which was
extracted at the upstream step edge with the results

from OF. For this purpose, OF results will he also

averaged over a varied number of frame pairs. In

order to evaluate the reguired number of frame pairs,

median velocities from 16, 58, 266 and 866 0OF cal

culations will be compared. The conductivity probe

data is included for completeness. The image pyramid
technigue is applied with 4 levels and an image size
reduction of 56% between each level. The minimum

image size is thus 16 = 16 px. Smaller image sizes are
known to not significantly improve the results (Bung

and Valero, 26l6a; Sun et al., 2616). A max<imum of

16 iterations is set for each level and pixel to solve

Eg. (5).

Figure 3 shows that BIY and OF give similar



results when median data from the same number of Figure 4.
Median OF velocity magnitude field (in cms/s) using 266
low-resolution frame pairs (note that the vectors have heen
normalized to better wisualize the step niche wvortex, every
Sth wvector is displayed for better legibility, flow from
left to right). frame pairs is taken into account. OF
results converge after roughly 266 frame pairs. It is noted
that OF gives higher wvelocities with only a single frame
pair which are then closer to the conductivity probe data.
However, significant scattering is found. For more frame
pairs, velocities increase up to ~2686 cm/s and compare well
with BIY. Both methods significantly underestimate the CP
data. The complete wvelocity field from OF using 28& frame
pairs is presented in Fig. 4. As expected, this velocity
field appears much smoother than the BIY result in Fig. 2.
While the stagnation point on the horizontal step surface
is found at the same position, the core of the step niche
vortex is slightly shifted downstream. Another difference
is found at the shear region at the pseudo-bottom (z = @)
which is again smoother compared to the BIY results
although the median is determined using much less frames in
OF. 4.2 High-resolution frames In order to evaluate the
sensitivity of wvelocity fields to initial image gualitu,
similar BIY and OF calculations are performed with images
from setup 2. BIV is carried out with an interrogation
window size of 86 = 86 px (the maximum pixel displacement
iz ~46 px) with 75% overlap. OF is performed with 7 image
pyramid levels taking into account the median of 5, 26, 56
and 188 frame pairs while BIY is again limited to the
maximum frame number. Figure 5 presents the extracted
velocity profiles from both imaging technigues. It is found
that BIY and OF results compare fairly well for the same
number of frames. OF tends to give some higher flow
velocities, particularly in lower flow elevations and thus,
more accurate results. Interestingly, a decrease of median
flow velocity is found for increasing number of frames.
This trend was not clearly apparent in Fig. 3. Figure 6
presents the complete welocity field from OF using 166
frames. Both, Figs. 5 and 6a, show the high density of data
being obtained by the 0OF method.

Figure 5. Velocity profiles at upstream step edge (x = @ cm)
from OF calculations with 1, 5, 26, 56 and 188 frame pairs
compared to the BIY results with 168 frame pairs and the

conductivity probe data (CP) for the high-resolution frames.



Figure 6. Median wvelocity magnitude fields (in cm/s) using
168 high-resolution frame pairs (note that the vectors have

bheen normalized to hetter wvisualize the step niche vortex,
flow

from left to right).

Figure 6b illustrates the BIY results. Apparently, OF
and BIY results compare fairly well again.

5 DISCUSSION & OUTLOOK

It was shown that the OF method is capable to give
velocity data with the same or even higher accuracy

as the BIY method. It must be noted that PIV is a
statistical and integral approach which is generally better
suitable to finite particles. As stated by Liu et al.
(2615, 0OF, as a differential approach in contrary, is
hetter suitable to images with continuous patterns which
are also found in aerated flows. Howewver, in higher
elevations where the air concentration is wvery high,
homogenous pixel intensity with low intensity gradients and
strong blurring is typically found, yielding a high
deviation to the conductivity probe data which was recorded
at the channel centreline. Additionally, wall effects and
the known characteristic of intrusive needle probe to
overestimate flow velocities may also enhance this
deviation. A noticeable advantage of the applied Horn &
Schunck method is given by the high-density data.
Calculation time is conseguently higher than for BIY with
the same frame number when highresolution frames are chosen
(hy a factor of 5&). For low-resolution frames, calculation
effort increase is almost negligible. Howewer, the authors
helieve that this high data density could he useful for
determination of small-scale turbulence structures.
Therefore, future work is intended to hetter understand the
sensitivity to different parameter settings. Some exemplary
results on velocity fluctuations u fluct , v fluct and
turbulence intensity Tu defined by based on the flow
velocities u in x-direction and v in y-direction,
respectively, are given in Fig. 7 showing the related
profiles at the upstream step edge (x = @ cm). The results
are compared to experimental data for Tu by Amador et al.
(2686) obtained with PIV in the non-aerated flow of a
stepped spillway with 1%:8.8H, 5 cm step height and @.11 m



2 /s specific discharge. Experimental data is limited to
the boundary layer region. The elevation is normalized by h
96 , i.e. the water lewel with an air concentration of 98%.
Apparently, the shape of the turbulence intensity
distribution compares fairly well with the experimental
data. Higher turbulence intensities in the current study
may be explained by the high aeration and the airwater
interaction. It is also observed that the wvertical velocity
fluctuations v fluct are much more intense than u fluct .
However, the reader may note that the ahsolute fluctuations
are of one magnitude smaller than those in x-direction (not
illustrated). The complete velocity fluctuation field in
%-direction is presented in Fig. 8. Significant turbulence
is found within the shear lauer developing downstream of
the step edge.

Figure 7. ¥elocity fluctuations u fluct and v fluct and tur
bulence intensity Tu from OF calculation with 168
high-resolution frames (lines) and Amador et al. (28@6) for
non-aerated region (markers).

Figure 8. velocity fluctuation u fluct (in %) in x-direction
according to Eg. (6) from OF calculation with 166
high-resolution frames.

6 SUMMARY & COMCLUSIONS

A comparative study of Bubble Image Welocimetry

and Optical Flow for non-intrusive welocity determi

nation in highly aerated stepped spillway flows has

bheen conducted. It was found that both methods give

similar results while OF tends to be more accurate

than BIY. However, the dewviation of both imaging

methods compared to intrusive measurements with a

conductivity probe is still significant. Further stud

ies using different OF schemes will be conducted in



future to analyze potential improvements. It was found
that some improvement may be obtained using high
resolution images. Howewer, OF reguires much more
calculation time which may be reasonable as a dense
velocity field is obtained when a global method, such
as the Horn & Schunck method, is employed. It was
shown that this high data density may be useful to
investigate small-scale structures. When a high sample
Lucas, B.D. & Kanade, T. 1981. An iterative image
registration technigue with an application to stereo
vision. Proceedings of imaging understanding workshop,
121-138.
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ABSTRACT: Six different aguatic plant species (Myriophyllum
spicatum L., Potamogeton crispus L., Pota

mogeton pectinatus L., Ceratophyllum demersum L.,
Callitriche palustris L. and Elodea canadenis L.) were

collected from two lowland, sandy-bed rivers (the Wilga and
the 5 wider), in order to conduct a series of

hiomechanical tests (three-point bending and tension). The
tests were carried out to improve knowledge of

the biomechanical properties of aguatic plant stems and to
show problems with the technigues and methodology

of such tests which hawve not been pointed out in previous
works. These tests were made in dry and wet conditions

with a benchtop materials testing machine. The differences
hetween results obtained in different conditions are

presented. Significant problems, such as choosing the right
way to protect the ends of the sample from damage in

the clamps of the device used and minimizing the time after
removal of the sample from water for measurement,

are discussed briefly. The diameter and cross-section of
the stem, sample and gauge lengths were measured for

each case. The conducted trial tests show that the diameter
of the stem, its internal structure and the growth

stages of plants are of great significance regarding the
value of the measured forces. The obtained results could

be crucial in identifying a relationship between plant
hiomechanics and flow resistance.

Keywords: aguatic plants, bending test, tension test,
hiomechanics

1 INTRODUCTION



Studies of plant systems on different scales are con
ducted with the use of different mechanical tools
(Moulia 2813). Because of the large number of

species of aguatic plants, which are characterized by
different properties, our knowledge in this field is
still incomplete. Many researchers, including Niklas
(1992}, Boudaoud (2818), Jordan and Dumais (Z@1a),
HWojtaszek (2811) and Ennos (2611), have carried out
experiments with macrophytes to study plant biome
chanical properties. Moreover, studying hiomechanics
provides new insights for other sciences, like biol
o2y, medicine or engineering. In addition, progress

in understanding fluid mechanics has resulted in an
increasing number of researches, e.g. Nikora (2618,
koehl et al. (2668), Puijalon et al. (2611), seeking
answers to the guestion of how aguatic plants inter
act with waves and water streams (Moulia 2613). For
example, Madsen et al. (2661) noted that the drag
force measured on plants with the same structure, size
and species was not constant, and thus biomechani

cal properties of aguatic plants are difficult to study
bhecause of their complexity.

It is important to note that imposing mechanical
stress on plants from the field can lead to wvery different

results from tests conducted on laboratory-growth plants of
the same species, as suggested by Schutten et al. (2685).



Therefore, minimizing errors by searching for optimal
experimental procedures and testing plants from the field
should benefit future investigations aimed at understanding
plant biomechanics. In addition, fluvial hydraulics
provides guantitative data which extend the understanding
of fluvial phenomena. Scientific projects on fluwvial
hydraulics are usually carried out in controlled laboratory
settings, but should he walidated through field
measurements, systematic field studies and field
experiments (Sukhodolow 2615). In recent years, extensive
studies have been carried out on vegetated flows. This
generally involves the exploration of flow-plant
interactions on multiple scales, as well as plant
reconfigurations and the resulting changes to flow drag
(Sukhodolov 2615). To improve our knowledge about
hydrodynamic processes occurring in streams, the study of
biomechanical properties of aguatic plants is reguired.
vegetation found in the river bed strongly affects the
conditions of the dominant flow of water. An important
result of higher bottom sedimentation is change in the
velocity field and increasing flow resistance. On the other
hand, the significance of aguatic vegetation has been
widely acknowledged. Aguatic

plants contribute to the biodiversity of water envi
ronments and create habitat for numerous animal
species. Fluvial wvegetation also influences the gual
ity of water through nutrient uptake and increased
oxygen production (Mepf 2612, Siniscalchi & Nikora
2613). Furthermore, water plants play a key role in
reducing coastal erosion (Mepf 2612). Most recently,
Sukhodoloy (2615) recognized the potential appli
cation of relevant research results in the emerging
branch of recreational hydraulics. The distribution of
water plants in warious environmental conditions, most
importantly varying flow velocities and the resultant

drag forces, is determined by species-specific mar



phological and biomechanical properties. The plant’s
adaptational ability to reduce water flow-induced drag
forces exerted on it are crucial for its survival (Miler
et al. 2812). Biomechanical features (i.e., bending

and tensile properties) affect the plant reconfigura
tion in streams. A significant amount of research on
biomechanical properties of plants focuses on terres
trial, rather than aguatic, plants (Miler et al. 2814,
2a1z, 2814, Niklas 1992). Current research on biome
chanical properties of aguatic vegetation is generally
aimed at discovering local adaptation mechanisms
through investigating individual plant species. Broadly
explored biomechanical properties include the charac
teristics of plant stem bending and tension resistance
as well as leaf shape, flexural rigidity, serration and
roughness (Bocia.g et al. 2089, Kaluz'a & Tumin'ski
2618, Albaurak et al. 2812, Miler et al. 2812).

At the plant stem scale, Bocla. g et al. (2689) car

ried out experiments on stem strength in submerged
macrophytes. The hending and tensile properties of

four species were measured. Measurements were col
lected in field conditions from three lakes and three
rivers in Poland in July. The comparison of mechani

cal properties of plants was based on tensile strength,

which was obtained from stretching tests. In addition,



Bocia.g et al. (2869) concluded that stretching, twisting
and bending of stems is cause by huydrodynamic forces,

and thus the survival of an aguatic species depends on
its resistance to bending and tension. Aguatic plants
have better adaptation to river habitat in flowing rather
than in stagnant water, because in flowing water they
increase their tensile resistance. In this study it was
demonstrated that species of macrophytes which have
tension resistance also have a larger cross-sectional
area and occur in flowing water. It was suggested that
changes in biomass allocation, e.g., cell wall thicken
ing, might be an adaptation response to mechanical
forces. It was also suggested that these properties
change for each individual specimen because they

come as a response to particular environments and not

as a genetic property (Bocia.g et al. 2869).

Subseguent research similar to that of Bocia.g et al.
(2669) examining biomechanics of aguatic plants was
performed by Miler et al. (2812). For four submerged
macrophytes they examined properties such as ten

sion, bending and elasticity. The aim of the study

was to establish the relationship between hiomechan

ical properties of plants and their habitats. The plants
selected for the study were different in terms of
morphology and biomechanical characteristics. The flow drag
and the interaction hetween aguatic species and their

habitat have become a freguent topic in hydraulic studies.
Due to the complexity of the phenomenon, the research into



individual plant species provides important insights into
adaptation mechanisms.To discover the bonds between
biomechanics of aguatic plants and turbulent flow around
them one has to study the biomechanical properties first.
fis for the Manning’s coefficient in order to acquire proper
value the banks and hed properties have to be known. Thus,
to improve our knowledge about the impact of flow
characteristics around plants information ahbout the
stiffness and ability to motion of plants is necessary. The
changes of shape and frontal area of the plant alter the
shear boundary layer around the stem, therefore they have
impact on eddies generation due to the drag force. This
paper shows the issues and problems that were encountered
during testing of the biomechanical properties of aguatic
plants. A new approach was also implemented to check how
the test conditions influence the obtained results.To the
bhest of our knowledge, most if not all previous studies
carried out biomechanical tests in dry conditions. It is
not clear enough how the tests were performed, as some
important aspects were omitted. For example, the time of
preparing specimens or their humidity could wary the final
values of force, strain, stress, etc. Therefore, the main
goal of this paper is to share our experience of conducting
the described biomechanical tests. It should help by
allowing better conclusions to be inferred from the results
ohtained in both past and future studies. 2 METHODOLOGY 2.1
Sampling sites The plants were collected from two sites,
first on 26 August 2615 from the River Wilga and second on
8 September 2615 from the River S wider. These are right
tributaries of the Vistula, located, ahout 58 and 16 km
south of Warsaw, respectively. In collecting places, both
rivers had unregulated banks, and the river bed was sandy.
Callitriche palustris L., Potamogeton pectinatus L. and
Elodea canadenis L. species were collected in the Hilga,
and in the 5 wider Potamogeton crispus L., Potamogeton
pectinatus L., Ceratophyllum demersum L. and Myriophyllum
spicatum L. were gathered. Phuysical conditions of both
sites were similar; water velocity was about .3 mss, and
depth did not exceed #.6 m. On the Wilga, the sampling site
was full of gravel and small stones. Potamogeton pecinatus
L. and Callitriche palustris L. grow there in abundance
while on the Wilga plants were scarce and were found only
near the river banks in small groups. Plants with roots
were gently removed from the bottom with a spade and were
transported immediately in two plastic aguariums specially
prepared for this purpose, which were eqguipped with an
aeration device.

2.2 Plant species and equipment



Aquatic plants collected in the S wider and the Wilga
rivers include six perennial herb species common in
Polish lowland rivers. They represent a wide spectrum
of morphological wvariability, from short, thin and del
icate, to long, durable and heavuy-branched species.
The analused species are as follows: Potamogeton
crispus L., Myriophyllum spicatum L., Ceratophyllum
demersum L., Potamogeton pectinatus L., Callitriche
palustris L., and Elodea canadenis L. Figure 1 shows
pictures of the first four of them, counting from left to
right, with the bar representing length of 58 mm. Dur
ing the first week of the experiment, when Callitriche
palustris L. and Elodea canadenis L. were tested, no
pictures were taken.

The drought occurred during the last few weeks

of the summer. It was assumed that a large number

of plants had been damaged or died because of this
hydrological phenomenon. The previously identified
canopies of different species were much smaller and in
the case of Potamogeton crispus L. it was found in the
early stage of growth. This species had characteristic
curly leaves and stiff stems with many branches, and its
mean diameter was 1.6 mm. Potamogeton pecinatus L.

was wvery similar, except it was more branched, leaves

were straight, and the mean diameter of the stem was



thinner: from the Wilga it was 1.2 mm and from the

S wider ©.9 mm. Because plants were shallow-rooted

in sand, some roots were also tested; their diameter
was about 2 mm. This species occurred in abundance

in the HWilga river. Myriophillum spicatum L. had the
longest, most rigid, reddish stem and its mean diam
eter was about 2.1 mm. It was rarely branched and
leaves were short and delicate. Also, this species had
a unigue wheel-like internal structure whereas all the
other species had a honeycomb structure. Ceratophyl
lum demersum L. was a delicate species, found in

Figure 1. Photograph of four tested specimens, from the
left to right: Potamogeton crispus L., Myriophyllum
spicatum L.,

Ceratophyllum demersum L., Potamogeton pecinatus L. The bar
has length of 58 mm. two places in the S wider river. Its
stem was mediumbranched compared with other plants, and its
mean diameter was very small at only 1.66 mm. Callitriche
palustris L. was a very delicate plant, hut it had over a
dozen stems from one shoot that were wery tangled. Single
stems had a diameter below 1 mm and were too limp for
fixing to the bench top testing machine. Elodea canadeis L.
was probably harmed by the drought, because specimens had
short, fresh shoots, growing from ligneous root parts. Its
stems were stiff and its mean diameter was 1 mm. Laboratory
equipment was tailored to the needs of the experiment. It
comprised a Tinius 0Olsen Benchtop Materials Testing Machine
SST with S8a N load cell, a 112-litre aguarium with
necessary devices to sustaln appropriate conditions for
stored plants and a hiological microscope for diameter
measurements and ohserwving internal stem structure. The
machine was additionally eguipped with stainless steel
scaffolding to allow submerging of plants in water during
tests. Figure 2 shows a schematic drawing of the machine
and its set-up for hending and tension tests. A stainless
steel bucket was placed on the machine, and the scaffolding
reached the bucket’s bottom so a lower clamp or support
bhars could be installed underwater. The hucket was deep



enough to cover the hending head or upper clamp with water
but only when sample length did not exceed 18 cm. The
machine had a maximal freguency of force sampling egual to
1666 samples per second, and the measurement error was no
higher than @.5% and displacement accuracy was 9.88a1 mm.
Horizon software was used to operate the machine and export
results to Matlab. From each conducted test a maximum of
16,666 records could he obtained. The aguarium was equipped
with two pumps (Aguael 2Circulator 5667 that imitated water
flow, a standard aeration device and two fluorescent light
bulbs (Yuwel TS5 HiLite 2 = 28W) to simulate natural
sunlight for

Figure 2. Schematic drawing of the bench top testing
machine - a) front wiew, h) bending test setting, A -
distance betuween

support bars, c) tension test setting, B - distance hetween
clamps.

12 hours per day. Additionally, each day, liguid cCoO 2
(glutaraldehyde) was added to stimulate plant growth.
Plants were rooted in a 5 cm thick layer of fine gravel.
A biological microscope (Delta optical Genetic Pro
Trino) was also eguipped with a 5 MP microscopic

camera (DLT-CAM PRO SMP USE 2.@) for taking

pictures and to measure diameter with the help of a
8.81 mm scale glass slide.

2.3 Preparation of specimens

After plants were transported to the laboratory, they
were placed into a glass tank with fresh water, pumps,
aerator, and light provided to make the conditions as
natural as possible. Plants were attached to a bottom of
the tank filled with fine gravel. Each set of tests was

conducted within a week of the delivery of submerged



macrophytes to the laboratory. It prevented the situa

tion whereby plants could change their characteristics

in an attempt to adjust to a different environment. Dur
ing the time of the tests, each single stem was taken

up from the tank and cut into pieces 5 to 8 cm long.

The length depended on the type of test. Then prepared
pieces, up to 16 in a row, were immediately measured

with a microscope. For the tension test, after measure
ment, the ends of the pieces were glued to short strips

of sandpaper. The g2lue was cyanoacrylate (supergluel,

the sandpaper was thin and its granulation was fine. A
strip of sandpaper was bent in the middle to wrap the
stem end from three sides. After wrapping, g2lue was Figure
3. Potamogeton crispus L. stem glued to sandpaper ‘leaves’.
placed inside between the stem and the g¢rit side of the
paper. That produced at each end of each stem short (about
1 cm in length and ©.5 cm in width) “leaves” made of
sandpaper, which enahled us to prevent stems from tearing
in the machine clamps and ensured easier fixing. Figure 3
shows a prepared piece of stem. 2.4 Tension tests and
three-point bending tests Tension tests give information
about how plant stem can be prolonged. The prolongation
increases the area of the plant which has impact on the
drag force.

The drag force causes turbulence along the plant. 0On

the other hand, bending tests demonstrate how much

the plant is prone to bend. The plant, which can be eas
ily bend, produces more turbulent water motions than

the plant with a stiff stem.

Tension tests were performed within 58 minutes

from the moment when plants were taken out of the



aguarium to the moment when the last of the prepared
pieces in a row was tested in the bench top testing
machine. Each prepared stem piece was fixed hetween
machine clamps in a wvertical position, whereby the
upper clamp was pulling up during testing. Each time,
measurement of the distance between clamp points

was necessary to calculate strain during testing. Pre
cise calibration of clamp height was needed in some
cases, when the fixed stem was not tight enough. The
rate of displacement was 18 mm per minute. Each test
ended when stem break occurred. Horizon, the soft

ware that was used to operate the bench top testing
machine, recorded force, time and displacement, cal
culating further walues such as strain and stress when
it was given data describing current gauge length and
stem diameter.

The bending test required plant pieces cut to a length
of 68 mm or 72 mm to match the gap between sup

port bars, where stem pieces were laid. The gap had

a distance 46 mm or 49 mm, depending on the plant
species. The point of bending lies exactly at the half of
distance between support bars. Such a setting allowed
us to perform three-point bending tests. Bending tests
were performed only for Potamogeton pecinatus L. and

Myriophillum spicatum L. The rest of the plants were



too limp or too prone to slip easily which meant that
the force could not he measured. The rate of lowering

a hending head was 26 mm per minute and the end

ing condition was displacement of a bending head by

2.5 cm, which mostly caused the stem to he hent at an
angle greater than 45 degrees.

3 RESULTS

The preliminary results showed a slight difference in
bhreaking force and strain wvalues between the experi
ments conducted in dry and in wet conditions. More
detailed results with characteristics like Young's mod
ulus will be calculated in future, when more specimens
will be tested by the same methodology. The unit of
force was the MNewton, and displacement of hending

bar was in millimetres. The strain was a magnitude

of change in the length which occurs when a force is
applied. It was calculated by the following eguation
(Miklas 1992):

where 1 @ is original length of the measured dimen

sion and 1 is length after application of force in the
tension test. In the hending test 1 & is a starting posi
tion of bending head and 1 is a displacement of it.

The break strain values and the break force values were
Figure 4. Force-strain curve for Potamogeton pecinatus L.
in tension test. found manually for each specimen from the

recorded data, instead of depending on Horizon software
calculations, because Horizon calculates the break point



when it meets a certain percentage difference in the
following force walues, but actually most of such drops
were not connected with specimen break. The drops and leaps
in the forcestrain curve were caused by: straightening
curved stem sections, fitting the sand paper “leaves”
hetween the clamps (its surface had small metal bumps), and
the accuracy of the machine measurement that even without
any load showed force oscillating around @.661 N. As real
values of break force and break strain, the walues of force
after reaching the top level and before dropping down to
almost or below zero value were taken. When the
corresponding strain values were almost the same for a few
records, maximal value of the force for a given percentage
of strain was taken, hecause it was the point when the
first crack in a stem had probably occurred, and slowly
dropping force walues meant widening of rupture through the
periphery. That caused overall break of the stem, while the
strain value stayed the same. Figure 4 shows the tupical
force-strain curve, where the breaking point read by
Horizon and the actual breaking point are wvisible. 3.1
Tension tests Potamogeton pecinatus L., of which over zeg
pieces were tested, was found to be the most resistant to
stretching. The ratio of used force to acquired extension
of stem piece was highest among studied plants. Also, the
force reguired to break stems was the highest (almost 2.5
M) but the strain was similar to other species. The dry
tests showed that break force and break strain are both
lower than in tests performed in water. Ceratophyllum
demersum L., a plant with mean diameter of a stem very
similar to Potamogeton pecinatus L., was much more fragile
than latter one. The break force was about five times lower
and the break strain was about a half lower than these
values for Potamogeton pecinatus L..The differences between
dry and wet tests had again showed that the tests conducted
in water gave higher results. The most elastic of the
tested plants was Myriophillum spicatum L.; its maximal
strain was above 16 ¥ while used force did not

Table 1. Comparison of mean values in tension test of
Potamogeton pecinatus L. and Potamogeton crispus L. Species
Parameter Unit P. pecinatus L. P. crispus L.

Mean force in dry tests N 2.52 1.65

Mean force in wet tests N 2,79 1.39

Mean strain in dry tests & 7.96 7.76



Mean strain in wet tests ¥ 9.19 6.75

exceed 2 M. In wet tests the maximal strain was slightly
lower than in dry tests and the break force comparison
showed the opposite. Altogether, only 56 tests were
performed for that species, so it was hard to compare
dry and wet tension tests. Myriophillum spicatum L’s.
unusually high rate of strain was the effect of a wheel
like internal structure (Miler et al. 2612) which did
not occur in other studied plants. Potamogeton crispus
L. was very similar in maximal strain to Potamoge

ton pecinatus L. but breaking force was not so high.

In wet conditions, the breaking strain had higher wval
ues than in dry tests, but the breaking force had the
opposite ratio. Tahle 1 compares results obtained from
tension tests in dry and wet conditions of two gen

era of Potamogeton. Elodea canadeis L. had similar
values of breaking strain and force to walues acguired
in tests with Ceratophyllum demersum L. but hecause
only 28 stem pieces were tested, it was hard to indi
cate true differences between tests conducted in dry or
wet conditions. Callitriche palustris L. tests showed
no waluable data, hecause most of the specimens were
tore apart at the wvery beginning of the test.

3.2 Bending tests

Myriophillum spicatum L. showed very different



results from tests conducted in dry and wet conditions.
All specimens had similar diameter, slightly above

2 mm. In the dry conditions twice as many specimens

were tested as in wet conditions. The maximal force

used to bend a plant stem was twice as high in the

case of wet conditions as it was in dry conditions. This
behaviour is connected with three things that occurred
during wet tests. The first was that buoyancy acted on
the submerged plant, the second was that submerged

plants did not slip from the bars and the third was that
the pressure in plant tissue did not decrease because

of water evaporation, and therefore stems were stiffer
and more resistant. For Potamogeton pecinatus L. only

dry tests were conducted because during the second

week of testing when dry tests were planned, it was

found that collected specimens were too thin and frag

ile for bending tests. From the first week of testing,

38 specimens were hent in dry conditions and the

maximal force and the corresponding deflection were
almost identical to those of Muriophillum spicatum L.

in exactly the same test.We concluded that tests carried
out in wet conditions should also give wvery different
results, giving a much better perspective on forces acting
on aguatic plants. During none of the hending tests was any
specimen fractured. 4 DISCUSSION During preparation of
specimens, the changes in plants’ internal structure were
ohserved with a microscope. Those changes that occurred

were caused by water evaporation from plant tissues, making
stiff stems more limp and reducing hollow spaces within



aerenchuma. One hour after removal of plants from the water
tank, changes in diameter and shape were wisible to the
naked eye. A drop of turgor in a stem affects the plant in
such a way that cracks in tissue occur faster. Because of
that, stem ruptures easily, which causes the walues of
maximal strain to he lower. Overall, the time taken during
the test is crucial to prevent tissue deformation owed to
drying of plant tissue. During the tests four photographs
of stem cross-sections of Potamogeton pecinatus L. were
taken by microscopic camera. In a short period of time
(ahout 26 seconds) stem diameter shrank drastically. This
effect is shown in Figure 5. Dry specimens are easier to
handle and fix in the machine. Also, there must be
appropriate scaffolding for tests conducted in wet
conditions, to ensure proper fix between clamps or between
bhars in bending tests so the specimens cannot slip away and
emerge from water. The biomechanical tests carried out in
wet conditions had to consider displacement of stems in
water. During the tension test, buoyancy force was simply
neglected by resetting the force to a zero walue, when the
stem had already been fixed in both clamps. During the
hending tests that procedure was also implemented but
hecause the stem was floating freely, it could rebound from
the bending bar so the buoyancy force could be added again
to a measurement. Mevertheless, the buoyancy force acting
on a bending head was rather small, about 8.8862 N, which is
ten times lower than the minimal obtained value of force
from all tests. When a whole plant is tested, the buoyancy
force will be considerably greater and in proportion to the
volume of space in water it occupies. Before the tests
hegan, a few ways of correctly fixing stems to machine
clamps were checked. Uvhardened glue, two-substrate mixed
glue, epoxy glue and artificial jaw-fixing glue did not
harden fast enough to prevent specimens from drying.
Superglue turned out to be the guickest and only a little
amount of it was needed for each specimen. However, the
glue was also watery hefore hardening and leaked sometimes
from between sandpaper. That caused the situation where
glued parts of a stem were stiffer and harder than the raw
stem. Because of that, a tendency to fracture in the
Jjunction point between the gluecovered and the raw part of
the stem was observed. An example of a properly fractured
specimen is shown in Figure 6. Comparison of maximal force
hetuween

Figure 5. Diameter changes of stem cross-section of
Potamogeton pecinatus L. within 28 seconds, where solid

hottom line

is always equal 1.21 mm.



Figure 6. Example of fractured specimen of Potamogeton
pecinatus L. in tension test.

specimens where such a breaking point occurred and

those specimens where a fracture occurred somewhere

near the middle of a stem showed no significant differ
ence. Nevertheless it is recommended to use a minimal
amount of glue to avoid hardening the stem surface and
changing its stiffness.

Another issue that should be taken into consider

ation is the guestion of how to test a whole beam of
stems in the case of wvery dense branched plants like
Callistriche Palustris L. Its stems are fragile but tan
gled and in flowing water they act as one entity. The
cumulative resistance to flow allows this species to
thrive in rivers. Therefore, tests for that species should
bhe carried out for many stems and stress wvalues calcu
lated as a force acting on the sum of cross-sectional
areas of individual stems.

Individual characteristics of aguatic plants species

are basis to understand patterns of how plants grow

in rivers and how they alter the flow characteristics.
More stiff stems result in greater pressure gradients in
water around submerged plants. In addition, the stiff
ness and motion of plants are crucial to obtain value of

drag force exerted on plants in flowing water. Finalluy,



results received from tension and bending tests and

field measurements of turbulent flow around plants
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ABSTRACT: The aim of this work is to understand the
bhehaviour of a sheet of water falling freely under

gravity, subject to instability and breaking up into
droplets. Such behaviour significantly affects the pressure

force at the toe of large dams equipped with ogee-tupe
weirs. In this laboratory experiment, the LS-PIY (Large

Scale - PIY) procedure is applied to determine the surface
velocity field of a water jet issuing from a sharp

crested weir. The fall is 5 meters high and the weir is 46
cm wide with a maximum discharge flow of &.6%6 m 3 /5.

In order to obtain high resolution measurements, the water
jet was analysed using a high speed video camera

(1668 fps). The initial results have been post-processed
with the FUDAA-LSPIY software, co-developed by EDF

and IRSTEA. The patterns of deformation of the water-air
interface were recorded to determine the wvelocity

vectors. The deformation patterns are relatively small
thanks to the high freguency acguisition of the video

camera. Mo special tracers were reguired as the high
freguency acguisition ensures a good correlation factor

is consistently obtained. This method allows for continuous
monitoring of a large welocity field at a high time

freguency.

The discussion covers details of the corrections that were



made in order to integrate the nappe trajectory and

presents the finding of a characteristic distance following
which energy dissipation becomes significant.

1 INTRODUCTIOM

1.1 Context

The accumulation of statistical data and scientific
advances in hydrology gives rise to re-evaluations of

the extreme flood discharges that can transit hudro
electric facilities. Moreover, regulations are evolv

ing to ensure greater control over safety issues, an
example of which could be an increase in the number

and freguency of extreme events taken into account

for the design of hydroelectric projects. It is therefore
important to gain a hetter understanding and knowl

edge of the physical processes necessary for the design
of protective measures.

The study discussed in this paper applies notably

to high (flood) water releases of the spillway type. In
a general manner, we are looking to characterize the
hydrodynamics of a rectangular jet of water issuing

from a spillway. The watersair interactions along the

jet are assumed to he sources of energy dissipation and
hetter knowledge of their influence on the flow could
reduce conservatisms in the analysis of estimated stresses
at the base of the structure induced by overtopping flow.
Our experimental setup notably allowed high speed films
(1668 frames per second) to be taken of the rectangular,
free-falling jet. The ohservations made from these video

recordings are supplemented by image analysis with the
LS-PIY (Large Scale Particle Image Velocimetru) method,



using the free software, FUDAA-LSPIYV (Le Coz et al.
(261413, in order to obtain velocity fields for the jet.
The resulting measurements are compared against analutical
solutions drawn from the works of Castillo (2886). The
present article describes the setup and methods deployed in
the laboratory experiments and presents the first results.
1.2 Previous research A two-phase flow approach to free
falling jets introduces complex phenomena which combine
turbulence

Figure 1. Reference frame.

and surface tension. This means of course that partic
ular attention must he paid to scale effects but also
increases the difficulty of appluing a comprehensive
approach to the forces exerted on the flow.

The study of jet energy dissipation in a plunge pool

and its erosive power has been the subject of numer

ous publications, including Moore (1943), Albertson

et al. (1958), Horeni (1956}, Lencastre (1961), Cola
(1965), Castillo (1989, Zzees, 2667), Hithers (1991},
Puertas (1994}, Ervine et al. (1997), Fuertas & Dolz
(2665), Bollaert (2662), Bollaert & Schleiss (2863,

2ea3), Manso et al. (2ea5, 2ea8), Melo et al. (26685),
Carrillo (2614), Carillo & Castillo (2614). However,

only a few of these authors have sought to charac

terize the hydrodynamics of a free-falling jet: Horeni
(1956}, Whiters (1991}, Puertas (1994), Ervine &

Falvey (1987), Ervine et al. (1997), Castillo (2686,

2687), Carillo & Castillo (2614).

One characteristic guantity in the dispersal of jets



iz the breakup length, (L b }, which corresponds to the
distance of fall after which point the jet is no longer
composed of anything but smaller or larger droplets of
water. Drawing on the works of Horeni (19567, Erwvine (1997)
and Castillo (2666), the following expression of L b is
proposed for rectangular jets: With L b inm, B 1 the
half-thickness of the jet in m, F i the Froude number and T
U the turbulent intensity at a point in the issuing flow
that corresponds to a drop of two times the head height
over the weir. The discharge velocity at this point, ¥ 1,
is assumed egual to grawvitational fall wvelocity. He assume
Vv 1 = 4 2g2H with g the acceleration of gravitu inm 2 /s
and H the height in m of the head of water at the crest.
For a standard sharp crested weir, again according to
Castillo (26@86), H can be estimated by the following
formula:

Figure 2. Global overview of the experimental setup.

With g the linear discharge inm 3 .5 -1 .m-1and C d the
discharge coefficient approximately egual to 1.85 in

this case. The coordinate system is here C1 shown on
Figure 1, as are the guantities H, B 1 and ¥ 1 .

2 EXPERIMEMTAL SETUP

2.1 The spill tray

The experimental setup is composed of a tray, raised

to a height of 5 m ahove the ground and discharging

into a receiving basin. The tray is 1 m in length and

48 cm wide. The discharge is distributed owver the full
span of the tray, with a height of the weir of 48 cm (See
Figure 2). Graduated scales provide a means of esti

mating the position of the jet in the three dimensions

of space.

Gates are installed immediately downstream of the



spill tray to prevent lateral dispersion of the jet which
would have added another undesirable scale effect.

The maximum available discharge is 6.686 m 3 /s,
equivalent to 8.266 m 3 .s -1 .m -1 . For the study
presented here however, we have focused on

four discharge rate values: 8.8255 m 3 .s -1 .m -1 ,
G.858 m3 .5 -1 .m-1, 8.875 m3 .5 -1 .m -1 and &. 1865
mi3 .s -1 .m-1 .The rate of discharge is controlled by way
of an electromagnetic flowmeter installed on the sup

ply pipes.The discharge arrives in the tray after passing
through a filter wrapped in a permeable geotextile and,
immediately afterwards, a diffuser grid, installed just
downstream of the filter. This arrangement ensures

the homogeneous supply of water to the spillway tray Figure
3. Snapshot at 75 1/s/m from the high-speed films. and
provides the opportunity to make adjustments, if necessary,
to the turbulent intensity of the flow. 2.2 Measurement
devices The turbulent intensity, T u , for which the
expression is recalled below, is obtained by measuring the
flow velocity over the spill tray with an DY probe. U™ is
the mean velocity at the measurement point in m.s -1 . u ~
, v 7 and w ” are the three fluctuating components of the
velocity in m.s -1 . The results that are presented
hereafter were obtained for a turbulent intensity of 16%
measured 2 cm above the crest. It was not possible to take
these measurements for g = 8.825 m 3 .5 -1 .m -1 because
the thickness of the nappe was not sufficient to install
the probe. The high-speed camera used in the study is the
FASTCAM 5A3, which can record up to 2666 fps at a
resolution of 1624 = 1624 pixels. 3 VISUAL OBSERVATIONS The
most striking finding from observation of the high-speed
films (see Figure 3) is that there are no

Table 1. Lb as a function of the linear flowrate. L b (m) L
b (m)



qgim3.-1.m-1) for Tu=16% for Tu=1.2%

9.8255 8.85 8.41

.85 9.858 0.64

9.875 6.18 8.86

6.1865 a.12 1.83

Figure 4. Overflow at 9.825 m 3 s -1 m -1 (a) side view
th) front wview.

air bubbles in the water. The jet deforms then breaks

up into filaments and droplets leading to the appear
ance of cavities. The white water effect that is seen by
the naked eye and is captured in Figure 2 is, in fact, the
result of the integrative processes of the brain which
perceives the rapid, diffused scattering of reflected
light from the water surface as a single hlur of white
ness (for the photo, this effect is linked to the exposure
time). Although this could have led to the perception
that we had found similar entrainment phenomenon in

the jet to those occurring in flow down a steep chute
for example, it is clear that such an approach would
lead to serious and potentially dangerous errors.

The second observation of major significance is

that, despite the high turbulent intensity measured over
the spillway, there is no clear evidence of flow break
up for the three higgest studied fows : an uninterrupted

flow path is always found between the hottom of the jet



and the point of discharge. However, applying egua

tion (2) under the same assumptions established hy
Castillo (2e86) and (2614) results in the values listed
in Table 1.

When g = 8.825.m 3 .s -1 .m -1 , a lateral contraction
iz ohserved in the jet (Figure 4 (hb)). Moreover, this
overflow nappe falls within the scope of thin liguid
sheet oscillating flows (Figure 4 (a)). The character

ization of these oscillations has been the subject of
numerous studies: Sguire (1953), Jazaverl & Li (Pe8@) and
Tharakan et al. (2662) to name but a few. In this
particular case, the break-up occurs at a fall distance of
around 3 m. 4 LS-PIY HMEASUREMENTS As deformation pattern
movements were visible on the vwideo (Figure 3), we chose to
use the LS-PIV technigue in order to obtain the velocity
field in the jet. The free software FUDAA-LSPIY has been
used. The results were post-processed using FUDAA-LSPIY,
which is a free software co-developed by EDF and IRSTEA.
This notable advantage of this tool is that it includes an
orthorectification module for image processing, Hauet
(2666) . This process serwves to transform images such that
distances and hence wvelocities are directly measurable on a
reference (or datum) plane. The latter is usually fixed at
the lewvel of the free surface. 4.1 Parameterization In
order to obtain the wvelocity field along the jet, we
recorded the flow over a drop of nearly 3.5 m with an image
acguisition rate of 1666 frames per second. Using the
premise that, at this rate of acguisition, the deformation
processes occurring in the nappe would he sufficient to
track the flow, no tracers were used. An interrogation
window size of 12 pixels, with one pixel representing an
area of 4 mm 2 , was used to search for the target
patterns. The minimum correlation parameter was set to a
value of @.6. Post-processing was systematically carried
out on 1,999 pairs of images; as the time interwval
separating two consecutive images is ©8.661 s, the
processing of each video is completed in 2s real time. He
thus have 1,999 velocity measurements for each point of the
grid, with the latter containing 266 points. 4.2 Trajectory
of the jet FUDAA-LSPIY was initially developed to obtain
flow measurements in river applications, for which the
frame of reference (or free surface) is close to the



horizontal plane.We therefore had to add a patch to account
for the trajectory of the nappe. We are going to present
here two linear interpolation method to estimate the
trajectory, an analytic one and an empiric one. Scimeni
(1937) proposed the following equation to determine the
trajectory of a falling nappe below the inflection point
which is here the coordinate systeme origin (CZ2 Fig.1):
Hith z the vertical coordinates in m and % the coordinates
in m along the longitudinal axis. We then applied a linear
interpolation, after the first meter drop, for

Table 2. Slope coefficients of the linear regressions for
the

discharge trajectory measurement plots.

qgim3.s -1 .m-1)op

9.8255 -11.7@ 3.42

6.8568 -9.68 3.37

0.8758 -7.40 2.96

6.1885 -7.26 2.94

each of the discharge rates to define the frame of
reference.

The curvature of the nappe in the first metre drop

iz large and our measurements are contaminated with
errors in this area however, beyond this point, the linear
approximation seems wvalid. We assume after the first
meter drop the thickness of the jet is negligible for
this approximation of the trajectory. For a monophasic
approach, in the coordinate system C1 (Fig. 1) we have
Which gives a thickess lower than @.823 m for the
studied flows.

The reference plane required for the LS-PIY pro



cessing passes through the line thereby ohtained and

iz orthogonal to the plane (x,z), which correspond to
the plane (y,z) in the coordinate system C3 (Fig. 1).
The wvelocity fields are obtained in this plane and tend
to be parallel to the discharge velocity.

Unfortunately, this analytical approach did not

prove entirely satisfactory for estimating the discharge
trajectory, notably for g = 8,186 m 3 s -1 m -1 , where our
measurements of the fall velocities appear to be largely
underestimated. The analitucal approach need to be
corrected. So we decided measure the trajectory for

each discharge by filming the flow and then apply

ing the FUDAA-LSPIY orthorectification technigue

to the resulting images. Figure 5§ illustrates the differ
ence hetween our measurement results and the Scimeni
profiles. For this figure, the origine of the coordinate
system is the crest of the weir. The free-surface ele
vation, which becomes wery low after a one-metre

fall (the order of magnitude being a few mm) is not
taken into account here. It should be noted that our
measurements no longer fall within the scope of appli
cation of the formula established by Scimeni (1937)

who did not consider the two-phase nature of the flow
and whose experiments were conducted in channels,

largely limiting air circulation because his fall was



largely smaller than our one. HWe deliberately chose

to present the results in Figure 5 in dimensional form
hecause they seem to he highly dependent on the
experimental conditions, in particularly the turbulent
intensity.

Table 2 provides the slope coefficients (o) and the
y-intercepts (p) for each of the regression lines.

For Figure 5 and Tahle 2 the coordinate system is

C4 (Fig. 1).

Furthermore, the jet was first filmed at a distance

of around 6 m in order to capture the entire fall but the
velocities appeared largely underestimated. We thus moved
the camera closer so as to film approximately 3 m of the
fall. 4.3 LS-PIY results Based on the corrections discussed
heforehand, we were ahle to obtain the welocity, at the
centre of the jet, the results are presented on Figure 6.
The jet discharged at g = 8.8255 m 3 .s -1 .m -1 was not
sufficiently deformed to obtain effective measurements
without tracers, conseqguently they are not presented here.
Here, the z coordinate is expressed in the coordinate
system C1 (Fig. 1). These results indicate a close fit
bhetween the measured wvelocities and the welocity profile of
gravity drop flows up to a point that corresponds to a fall
of about 3 m, beyond which the measured welocities drop
off. wisual observations reveal that the jet broadens at
this distance, which explains this sudden, rapid
deceleration. Thus, without having obserwved, in the
strictest sense of the word, the break-up we demonstrate
empirically that there is a characteristic length beyond
which the velocity diminishes. In the lahoratory
experiments, this characteristic length is much greater
than the breakup length obtained using the Castillo (2666)
eqguation. A reasonahle explanation has not as uet been
found for these differences. Before dropping away, the
measurements did not always correspond perfectly to the
gravity velocity profile although this may be explained by
the slight imprecision of our trajectory measurements and
by their linear approximations. Strictly speaking, the
nappe curvature should be taken into account in the
orthorectification process. 5 COMCLUSION Better knowledge



of the dunamics of jets in falling nappes is becoming an
industrial necessity hut the processes called upon by this
area of phuysics are numerous and their interactions
complex. The experimental set up presented herein analyses
four discharges for a total drop height of 5 m. He have
proposed a first analysis based on visual observations of
high-speed video recordings. We found no evidence of air
bubbles penetrating the jet, however the latter
progressively decomposes, as a result of which cavities of
various sizes appear. We did not manage to clearly identify
the disintegration of the jet (hreakup) as although the
geometry of the falling nappe becomes wery sophisticated,
we were always able to find a continuous flow path joining
the point of discharge to the bottom of the chute. We then
attempted to measure the discharge trajectory. It seems
that the two-phase nature of the flow has a significant
influence on this trajectory. Beyond a certain drop height,
the approach taken by Scimeni

Figure 5. Dimensional comparison of the Scimeni (1937)
profiles and the experimental measurements (a)

0=8.825m3 .5 -1 .m-1(h) g=6.65m3 .5 -1 .m-1 (c)
0=6.8755m3 .s-1 .m-1{d g=8.166m3 .5 -1 .m-1

(1937) is no longer adeqguate and tends to overestimate

the outward projection of the jet.

To obtain the profile of the fall wvelocity along the

jet we propose an approach that uses the L3-PIY tech

nigue. This method allows us to address a large part of the
drop with a single shot. Initial recommendations for the
measurement parameter settings have been put forward and we
have drawn the attention of the reader to errors that
should be avoided should intend to implement a similar test
hench.

Figure 6. LS-PIY results (a) g = 6.856 m 3 .s -1 .m -1

(h) g=6.675m3 .5 -1 .m-1(c) g=8&.18665m3 .5 -1 .m
-1 .

For the discharges considered in the study, the LS
PIY measurements follow the profile of free fall (or

gravity) velocity over the first three metres but, beyond



that, the velocity distribution becomes highly wari

able and decreases sharply. While not corresponding
exactly to the physical definition of break-up, we
reveal thereby a characteristic length of the jet beyond
which energy dissipation would become significant.

The L5-PIV measurements could and should be

improved. To achieve this, it is necessary to het

ter understand and control the jet trajectory, taking
account notably of its curvature. Moreowver the time
averaged velocities were obtained over 2 s intervals,
which is probable insufficient.The use of tracers could
enable better capture of the fall velocities and would
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ABSTRACT: Saline density currents are horizontal flows
driven by the density difference between the envi

ronmental fluid and the density current. In recent years,
as the problems related to environmental conserwvation

and coastal development have become more serious and
complicated, it has hecome important to understand

the hehaviour of these flows. This work carries out an
experimental characterization of saline density currents

through advanced non-intrusive laser optical technigues PIV
(Particle Image Velocimetry) and PLIF (Flanar

Laser Induced Fluorescence). By means of synchronized
PIV-PLIF technigues, high-guality accurate instanta

neous measurements of welocity and concentration are
ohtained. The aim of these experiments is to study the

guasi-steady flow properties of the current body generated
by a constant flux release. Seeking elucidation about

the most influential wariables in the hehawviour of density
currents, different experimental set-up warying the

initial conditions (flow rate, thickness, slope, excess
density) were carried out ina 3 = 3 = 1 m tank. Through

PIV-PLIF result analysis, important conclusions about the
influence of these wvariables on the mixing at the

interface between fluids have been obtained. To carry out a
guantitative comparison between currents, the stable

mixing rate along each current is evaluated, which is
commonly known as Entrainment (E) in scientific literature.

As an example, keeping constant the rest of wvariables,
steeper slopes and higher flow rates fawvour mixing, i.e.



dilution, reaching stable mixing rates (E) walues two times
higher than values ohtained in the corresponding base

case (E ~ 2 - 16 -2 ). In addition, a high resolution and
gquality experimental database has been generated, which

will allow to calibratesvalidate hudrodynamic modelling
tools.

1 INTRODUCTIOM

There are numerous natural and industrial occurrences
of density current motions (Simpson, 1982, 1997;
Huppert, 2666} caused by different kind of discharges.
Several classifications of these horizontal flows can be
made in broad terms regarding its general hehaviour
and the fluid nature. Taking into account the sign

of the density difference between the ambient fluid
and the current, hence the different ways of interac
tion between the two fluids through its boundaries,
density currents can be classified in “bottom den
sity”, “free-surface density” and “neutral density”
currents. Bottom density currents have been widely
examined (Simpson, 1982; Chowdhury & Testik,

2614), and have heen classified according to their
fluid nature in turbidity (particle-leaden) and saline
Current.

This study focuses on the density currents gen

erated by hupersaline discharges from desalination

plants (Palomar & Losada, 2818), commonly preceded



by a more turbulent phase described and studied in Palomar
et al. (2612a, h).The specific interest of studying these
currents steams from the fact that these slow flows creep
along large areas of the seabed, which could damage marine
ecosystems even far from the discharge point. The
complexity of such flows, the lack of experimental and
field data and the ahsence of reliable modelling tools have
motivated the performance of several experimental tests,
within the framework of SALTYCOR I + D + 1 National Plan of
Spain Ministry. These experiments have heen carried out
inThe Environmental Hydraulics Institute of Cantabria’s
facilities using PIY and PLIF. These technigues provide
high-guality accurate instantaneous measurements of
velocity and concentration (Martin & Garcla, 2608; Liao &
Cowen, 2616). The present work shows the main results of
the experimental database analusis, which main objective is
to elucidate the behaviour of three-dimensional
constant-flux saline density currents. Experimental set up
and procedures are described in Section 2, results are
presented and analysed in Section 3, and their final
conclusions in Section 4.

Figure 1. Laboratory photographs of the saline density cur
rent and the discharge device. The measurements PIV-PLIF
were taken along the coordinate plane XZ2.

2 EXPERIMENTAL SET-UP

Experiments were conducted ina 3 = 3 = 1 m 3 test

tank filled with freshwater to simulate the receiving
body, a 1886 1t plastic effluent storage tank and a

166 1t steel constant head tank, containing both the
effluent (mixing of fresh water, salt, due tracer and
small particles). The storage and the constant head
tanks were connected to each other by a pump for re
circulating the flow and ensuring a steady flow. The
effluent was discharged by a gravity-driven force from

the constant head tank into the test tank, measuring



and controlling the flow rate by an electromagnetic
flow-meter and a precision valve, respectively. The
test tank was made of steel with two lateral glass win
dows: one is used to illuminate the laser sheet and

the other one allows taking images. The walls, bot

tom and aluminium discharge tube were painted in

bhlack to avoid laser reflections. A plastic plate, to sim
ulate the seabed, was installed inside the test tank,
3ocm over the hottom and 26 cm from the side walls.

A trap was designed hetween the plastic plate and

the test tank bottom, to allow the brine to be stored
during the experiment, thus preventing tank contami
nation and allowing the study of non-confined gravity
currents (i.e. three-dimensional). Figure 1 shows two
photographs of the discharge device, a transparent
methacrylate thank with a height-adjustahle slot at the
hottom. Figure 2 shows the scheme of the experimental
set-up.

Two Imager ProX 4M (CCD) cameras with

2648 = 2848 pixel 2 resolution were used to record

the PIY and PLIF images. In order to capture the
maximum covering area, around 1488 mm in the lon
gitudinal direction regarding the flow, hoth cameras
were located adjacently with an overlapping zone. Figure Z.
Schematic figure of the experimental set-up. Source:

Palomar (2616). Thus, each PIY and PLIF image covered
approximately 786 mm. In these conditions, 266 pixels are



avallable to cover the gravity current in concentration
fields, whereas 12 velocity vectors characterised
velocities along the density current. This resolution
together with the appropriate selection of PIY and PLIF
test parameters enahled the accurate measuring of
concentrations and wvelocities. The selection of PIY and
PLIF parameters were based on previous works as Keane &
Adrian (1998), Ferrier et al. (1993), Willert (19987,
Crimaldi (26@8) and Palomar (2616). Tahle 1 summarises
experimental conditions and initial flow parameters
(dimensionless parameters, length scales and initial
fluxes) of the cases analysed in the present work. To
establish these case studies some preliminary experiments
were carried out. Their goal was to find the initial flow
characteristics that allowed to undertake good PIV-PLIF
measurements (e.g. having enough thickness, avoiding
contamination) at the same time as the flow evolves in a
density current with a plume-like behaviour. CASE1l is the
hase case on which all other cases were modified in one of
the fundamental wariahles (thickness h @ , flow rate G & ,
slope o or density difference (pa - p o ). 3 RESULTS This
section presents flow measurements from PIVPLIF experiments
of Table 1 and their analusis. To characterize the
hydrodynamic and mixing processes, the flow fields of main
variables and the longitudinal and cross profiles along the
saline density current are shown in the following
subsections. 3.1 Flow fields Instantaneous flow fields of
velocity and concentration are the result of proper
interpretation and coupling of each pair of adjacent
images. Figure 3 shows an example of concentration flow
fields of C1. Thanks to the high PLIF resolution, these
instantaneous images allow to observe flow details as
kKelvin-Helmholtz Tahle 1. Configurations tested to
characterize saline density currents Cases = Properties |
C1 C2 C3 C4 C5 Ce Slot dim. (m) b o &.166 &.166 6,166 &, 166
G.166 6,166 h o 6.625 6.615 @.625 6.625 6,625 6,025 HWater
depth, Ha (m) &.466 6.466 6.466 6.426 6.366 6.460 Slope
angle, o (%) 1.66 1.66 1.66 2.56 4.56 1.66 Density
difference, (pa-p o) (keg/m3 ) 3.145 3,166 3.138 3.676
3.146 11.68 Discharge flow rate, @ o (1/min) 14.66 15.16
19.28 14.98 14.89 14.89 Discharge velocity, U o {m/s) ©.895
g.164 @.125 6.698 @.898 &.a37

Figure 3. Snapshot normalised concentration images of C1
from Camera 1
instabilities along the interface between the current

and the surrounding water.



The aim of this study is the characterization of

saline density currents once they have reached their
stationary analysis in the covering area (1488 mm),

i.e. when their flow properties are almost constant

since they are generated by a constant flux discharge.
Hence, the interest of this study is the stationary den
sity current body instead of the current front. Mean
(time-averaged) flow fields were obtained from instan
taneous images by applying the following expressions:
heing: U % and U z , horizontal and vertical components
of mean velocity; u xi and u zi , instantaneous wvalues of
horizontal and wvertical wvelocities; C, mean concentra
tion; © i1 , instantaneous values of concentration; N, the
number of images; 5, the mean dilution; C & , initial con

centration; and C a , surrounding fluid concentration.
Figure 4. Normalized flow fileds of C1 from Camera 1: a)
horizontal mean wvelocity; hb) mean concentration. As an
example, Figure 4 shows the mean concentration (C) and the
horizontal component of the mean welocity (U % ) results of
Cl. According to mean walues of velocity and concentration
(dilution) calculated for all cases of study, some general
conclusions can be drawn. Yertical component of the mean
flow can be considered negligible compared to horizontal
component. A steep decrement of the horizontal mean
velocity along the underflow can be obserwved, this is due
to the bottom friction, the surrounding stagnant fluid and
the lateral spreading of the plume. Similarly to velocity,
mean concentration rapidly decrease along the current,
being very low downstream. This reduction is due to
entrainment of the surrounding fluid into the current
layer. 3.2 Longitudinal and cross profiles By taking
advantage of PIV-PLIF technigues over classical spatial
dispersed measurements, this study characterises the
density current behaviour by means of continuous spatial
evaluation. Thus, this section presents longitudinal



profiles (see Figure 5) of normalized horizontal maximum
velocity U % U @ (being U & the initial discharge
velocity, see Tabhle 1) and minimum dilution S min (minimum
values of eguation (4) results). Therefore, these
longitudinal profiles

Figure 5. Longitudinal profiles of normalized horizontal
maximum velocity and minimum dilution for cases: C1, C3,
CS and C6.

represent the lines that join the points of maximum

mean wvelocity and minimum dilution of cross sections.
Figure & reveals that the normalized maximum weloc

ity and the concentration (as the inverse of dilution)
decreases rapidly along the first 486-666 mm until
reaching a nearly constant rate values. It can be set
that three-dimensional saline density currents stud

ied in this work show a “Normal Status™ at certain
downstream distance from the discharge slot.

The dilution rate is commonly known as Entrain

ment (E) in scientific literature. Many researches are
focused on the entrainment assumption, first published
hy Morton et al. (1956), which states that the entrain
ment welocity across the interface (w e ) is proportional
to the characteristic velocity of the flow (U ):

These researches deduced several entrainment
parameterizations from laboratory studies for differ

ent kind of density currents (Ellison & Turner 1959,

Parker et al. 1987), all of them in the form E = E(R i 7,



where R i is the dimensionless Richardson number:
heing: h, u and p the thickness, mean welocity and
density of the density current, respectively; p a , the
density of the surrounding fluid, and o the slope angle
of the bottom. R i expresses the ratio of the potential
energy term (buoyancy) to the kinetic energy term
(shear stress). High values of R i mean low rates of
dilution, being negligible for Ri > 1. Some parameter
izations are gathered in Chowdhury & Testik (2@14).

In order to estimate the entrainment coefficient from
the flow measurements once the “Normal Status” is
established (E W}, a method based on the equations of
conservation of volume (Dallimore et al. 20@1) has

heen used. The experiments carried out reveal similar
Figure 6. Similarity cross profiles of Cl: a) mean
concentration; h) mean horizontal velocity. Symbols
represent measurements and the line is the hest fitting
curve. E N values to those at the same regime (small R i
numbers, R 1 ~ [8.2 - ©.3]) published by Ellison & Turner
(1959); Fukuoka & Fukushima (198@); and Parker et al.
(1986). By comparing the E N values for cases of study, it
can be concluded that steeper slopes (C4 and C5) and
initial higher momentum fluxes (CZ2 and C3) fawvour the
dilution of saline density current, reaching E N values
close to 5-18 -2 against bhase case (C1) and C6& walues close
to 2-18 -2 . Regarding cross profiles. as previous studies
have demonstrated (Gray et al. 2666, Gerber et al. 2611,
the velocity and concentration cross profiles present
self-similarity, i.e. the dependence on the downtream
distance of the vertical distributions are reduced by the
self-similarity hypothesis. According to Figure 6, both the
normalized mean horizontal velocity and mean concentration
cross profiles of C1 collapse well into a single
profile.The latter can be extrapolated to all cases of
study, therefore, common empirical shape parameters given
by these collapse curves can be used to define wvertical
distributions. 4 CONMCLUSIONS An experimental study to



characterize the behaviour of three-dimensional saline
density currents in calm receiving water has been presented
using PIY and PLIF. The work has been focused on
guasi-steady flow properties of the current body generated
by a constant flux release. A broad range of different
initial conditions (flow rate, thickness, slope and excess
density) has been tested, motivated by its occurrence in
nature, for example, in the far field of actual brine
marine outfalls. The analusis of the flow fields reveals
the horizontal component U % of the mean welocity (various
order of magnitude higher than the wertical counterpart U z
), decreases sharply along the three-dimensional density
current due to the influence of friction with the
surrounding fluid at rest, bottom friction and lateral
spreading. Analogous results are shown about con
centration fields. Mean concentration rapidly decrease
along the current. Therefore, turbulent mass trans

port is significant close to the discharge slot, but
rapidly decays along the saline current. The latter

was confirmed by the analusis of longitudinal profiles

of maximum values of horizontal mean welocity and

mean concentration.These longitudinal profiles reveal

a “Mormal Status™ beyond a certain downstream dis

tance from the discharge slot, at which the horizontal
component of the mean welocity and the dilution rate

reach a cuasi-constant wvalue.

The aforementioned dilution rate is directly related

to the entrainment of surrounding fluid into the den

sity current along their interface (E). To compare
different saline density currents evaluated, the stable

entrainment coefficient reaches by each experiment

was calculated, revealing that steeper slopes and ini



tial higher momentum fluxes favour the dilution. In
addition, the analysis of vertical structure reveals that
these kinds of flows present self similarity properties.
Throughout these lahoratory experiments, a high

resolution and guality experimental database has been
generated, which will allow calibratesvalidate complex
numerical approximation as hydrodunamic modelling

tools.
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Physical model tests for the construction stages of large
hreakuwaters.

Case studies to the ports of Barcelona and Crufa (Spain)
F.M. Gutierrez, J. Lozano & J.M. Yaldés

Centro de Estudios y Experimentacidn de Obras POblicas
(CEDEX). Spain

ABSTRACT: Physical models are employed usually for testing
and optimization of final breakwaters designs.

However, its application to the construction stage is less
common. Mevertheless, its use facilitates the planning of

construction, as well as improving the safety of the works.
Given this situation, this paper provides an overview of

the possibilities offered by phusical experimentation for
breakwater construction, by two case studies conducted

at CEDEX: Barcelona enlargement and Corufa Outer Port.
1 INTRODUCTION
Physical model tests are extensively employed, for

testing and optimization of final breakwaters designs.



However, its application to construction stages analy
sis of these structures is less common and, therefore,
less well known, but their use facilitates the design of
such stages and the construction safety in general and
especially that of the people involved in it.

Given this situation, the present paper provides

an overview of several possibilities that offers phus
ical experimentation on breakwater construction and
presents two examples conducted at the Center of

Ports and Coastal Studies of CEDEX: Barcelona port
enlargement breakwater (Section 2) and Corufia Outer
Port breakwater, which are representative of construc
tion stage tests of the two most common breakwaters
types: vertical and rubble mound.

2 APPLYING PHYSICAL MODELS TO

BREAKWATER COMSTRUCTION

Some aspects that can be studied in the construc

tion stage tests are: construction processes, temporary
protection for construction progress (trunk, alignment
changes and head) and maritime climate limit condi
tions -waves and tidesfor works safety and eguipment
involved in the breakwater zone, so that from these
limits work can be stopped, the area evacuated and
equipment protected or removed.

These tests can be performed, depending on the



aspects to study and the wave incidence (perpendic

ular or ohligue), by two-dimensional (20) or three
dimensional (30) models. Scales used range hetween

1:16 and 1:5@, with the largest possible heing used in
order to minimize scale effects. Figure 1 shows three
examples of these tests. Figure 1. (1) Bilbao. Punta Lucerao
head (3D-1/3@), (2) Bilbao. Punta Sollana trunk (2D-1/16)
and {3) Corufia outer port trunk (20-1/28.5 and 3D-1/3@). 3
BARCELONA EMLARGEMEMT. S0OUTH BREAKWATER 3.1 Preliminary
Figure 2 shows the layout of Barcelona port enlargement
with East (E) and South breakwaters (3). In the case of the
vertical South breakwater stretch (Section 2), the studies
carried out by CEDEX inwolved 2D phuysical model tests to
check the final section stability, and some temporary
construction stages (CEDEX, 28@3). This paper presents the
20 physical model tests conducted for those construction
stages, which are relative only to the caisson (not
including the crown parapet) with and without the cover
slab, with the scope to determine the ground pressures and
for measuring waves forces inside open caisson cells.
Figure 2. Barcelona Port Enlargement. Layout.

Figure 3. Barcelona South breakwater. Type section.

Figure 4. Barcelona South breakwater. Construction stages.
Section.

3.2 South breakwater typical section

The South breakwater Section 2 is a vertical structure,
1,788 m length and 32 m maximum height, founded

on ground of low bearing capacity; preliminary con
solidation was necessary by building the hreakwater

in several temporary stages. The caisson is supported

by rockfill at -26 m and crown by a parapet at +12

m. Figure 3 shows the section tested.



3.3 Breakwater construction stages

Two construction stages were tested: the caisson with
and without slab cover (figure 4). In the case of caisson
without slab, the cell behavior was tested considering
bhoth emptied and filled with sand and grawvel.

3.4 Test waves

Tests were performed with Tp = 11 and 13 s and with

Hs increasing, in .5 m steps, from 3 to 6 m using a
Jonswap spectrum (peak parameter ¥= 3.3) and con
sidering a mean tide lewvel (&.¢ m).The duration of each
condition was set so that the number of waves gener
ated was sufficient to ensure section equilibrium state
(»>568), with special importance for sand and gravel

cell fills. Figure 5. Large Scale Wind and Wawve Flume.
Overview without and with the wind tunnel and longitudinal
flume profile. 3.5 Test flume The tests were performed in
the CEDEX Large Scale Wind and Wave Flume (Figure 5). The
main characteristics of these facilities are: 98 m long,
3.6 m wide and depth from 6:4.5 m; wave generation rotating
paddle (dry inner surface, 22.56 o max. rotation, 386 kwl;
regularsirregular wave generation, (max. height: 1.66 m)
and active absorption reflected wave system and its wind
tunnel enable work to be carried out with large models,
whilst minimizing scale effects occurring in tests with
smaller dimensions. 3.6 Test characteristics 3.6.1
Similarity law, model scale and scale effects As is general
practice, Froude’s similarity was used to a geometric scale
of 1:18. This was chosen considering: wave generation
capacity to reproduce waves proposed; flume wave gauges
operating range; model size and scale effects. The scale
effects due to the elasticity forces (Fe), surface stress
(Fr) and wiscosity (FW) can be disregarded. In the case of
Fe, this is because water can be considered as wvirtually
incompressible in this kind of test. In the case of Fo,
this is because when the periods are greater than 8.5 s, as
is habitual in maritime physical models, the wave movements



are governed by gravitational action not by surface stress
forces, and, finally for FM, it is because the Reunolds
model number (Re) m * is> 3 = 16 4 for HD > 8.99 m, so the
model flow is turbulent as in the prototupe. «{(Re) m =i
-3/2 (Re) p s (Rey p=dg-HD -1l ev ; HD : Hs starting
damage; 1 e = (P/¥) 1/3 (P: block weight; »: block
density). 3.6.2 Test waves calibration Before the tests,
waves were calibrated to create paddle movements that would
make it possible to reproduce wave characteristics adapted
to the defined JOWSHWAP spectrum. With a wiew to this, a
record was generated for each of the waves and water levels
whose duration was such that the number of waves was
sufficient for statistical analysis.

Figure 6. Barcelona South breakwater. Section 2. Construc
tion stages. Instrumentation.

3.6.3 Model instrumentation

For determining wave forces on the caisson: front

face, base, covering slab and open-cell walls, pressure
sensors were arranged as shown in Figure A.

3.7 Test methodology

3.7.1 Have generation and measurement

HWaves generated were measured to make sure that they

were in accordance with test waves proposed. Mea

surements were analyzed with Mansard-Funke method

to calculate Hs incident and reflected.Also the GEDAP
application (MRC, Canada) was used.

3.7.2 Forces measurement

Force determination on the caisson was performed by
integration of measured walues in the pressure sensors.

Initially a 5@ Hz freqguency was used and afterwards a

268 Hz for higher forces.



3.8 Test results

Force time series were obtained on: the caisson

front face, base, covering slab, and open cells walls.
Figure 7 shows the pressure diagram for Tp = 11 s

and Hs = 8.8 m and maximum evolution impact for

Tp = 13 s Hs = 5 m, including the contribution inside
cells forces.

The wave force contribution on open cells (without

slab) to the overall was 24% for Hs = 4.5 m and 38%

for Hs = 5 m. Foundation pressures were similar with

and without slab for unfilled cells and higher with cells
filled and no slab.

Erosion in filling the open cells (sand and gravel)

is shown in Figure 8.

4 CORUNA OUTER PORT BREAKWATER

4.1 Preliminary

Figure 9 shows the site of the Corufa outer port and

an overview of its large breakwater.

In the case of the breakwater, the studies conducted

by CEDEX¥ involved many 20 and 30 phuysical model

tests (CEDEX, 2668 and 2616) to check the hehawv

ior of the section type stability, its singular sections
Figure 7. Barcelona South breakwater. Section 2. Pressures
distribution (Tp = 11 s; Hs = 6.8 m) and maximum horizontal
forces evolution, including open cells contribution (Tp =
13 5; Hs = 5.8 m). Figure 8. Barcelona South breakwater.
Section 2. Sand and grawvel erosion in open cells. (starting

stretch, trunk, direction change and head), the overtopping
and the various construction stages. This paper presents



the 20 phuysical model tests conducted at wvarious
construction stages in order to: (A) define temporary
construction protections in the work platform (CEDEX, 261é)
and (B) determine the waves at which works must he stopped
for worker safety (CEDEX, 26@39). 4.2 Breakwater tupe
section The breakwater typical main section (Figure 1@)
comprised a seaward armor layer sloping at 2HA1Y and a back
layer at 1.5H/1Y, composed of 156 and 56 t

Figure 9. Corufa outer port. Layout and general view
(Noya, 2888).

Figure 16. Corufia outer port breakwater. Type section
(Puertos del Estado, 2812).

blocks. It has a riprap core and three filter lauyers
hetween the core and the main armor layer: 1 t guarry
stone, and two 15 t hlocks. The main armor layer is
supported by a 3-5 t rubble mound berm at -28 m and

the back armor layer by a 8.5 1t rubble mound berm at

-7 m, after which other 5 t rubble are used instead of
hlocks.

At the top of the breakwater, the main amour layer

crest and the crown parapet lie at the same elewvation

(+25 m), so that this element is protected from the

waves. The prototype breakwater toe was at -42 m,

and the bottom in the model front was recreated

using a ramp sloping at 1.5%, representative of the
hathumetry.

4.3 Breakwater construction stages

Five construction stages were studied for (A) tempo

rary protection work: 1 t core protection armour stone,



one of the two layers usinglS58 t+ blocks, and several lay
outs for the temporary crown protection usingilSe and

56 t blocks(Figure 11).

The following 7 stages were reproduced for (B)

waves at which works must be stopped: 1. Core pro

tected by a 1 t filter layer; 2. Core protected by one 15
t filter layer, levelled at +18 m; 3. Core protected by
two 15 t filter layer, levelled at +16 m, 4; Core pro
tected by one 1 t filter lauer with crown berm; 5.Core
protected by one 156 t block layer, levelled at +18m;

6. Core protected hy two 15 t filter layer, levelled at
+16 m and 7.Core protected by one 156 t hlock layer

with crown herm. Figure 12 shows 1; 4 & 7 stages. Figure
11. Temporary crown protections. Construction stages 1 1o
5. Figure 12. Waves at work must be stopped. Construction
stages 1; 4 and 7. Figure 13. Core grain size distribution.
4.4 Test waves For (A) temporary construction protections,
the test were performed with Tp = 26 and Hs from 7 m up to
the crown failure using a Jonswap spectrum (peak parameter
Tp = 3.3). Each storm was created using successive sea
conditions: Hs increasing, m by m, and four tide phases:
low, mean (rising), high and mean (ebbing). The duration of
each condition was set so that the number of wawves
generated was sufficient to ensure the section eguilibrium
state (616<698). For (B) waves at which work must be
stopped, also a Jonswap spectrum was also used (7 = 3.3)
withTp = 8, 18, 12, 16 4y 21 5 and Hs increasing from 1 m in
@,2 m steeps until reaching the stop criterion: “water must
Table 1. Characteristics of the blocks and guarry stones.
Prototype Model Weight Dens. Block side Weight Dens. Block
Blocks (t) (t/m 3 ) {m) (g) (gs/cm 3 ) side (cm) Main layer
156 2.4 3.97 6193 2.27 13.97 Back layer 56 2.4 2.75 2664
2.27 9.68 Filter 15 2.4 1.84 626 2.27 6.48 Quarry Height
Dens. Equiv. side Weight Dens. Eguiv. side stone (1) (t/m 3
1 length (m) (g) {gscm 3 ) length (cm) Core 3-5 2.6 1.15
166-176 2.6 3-4 Sea side filter 1 2.6 .72 28-36 2.6
2.1-2.4 Back armour layer 5 2.6 1.24 148-186 2.6 3.98-5



Back filter .5 2.6 8.57 14-18 2.6 1.5-2

not reach to the work platform™. 568 waves were repro
duced at a rate Hmax = 1.9 Hs and three sea levels:
3.9; 4.0 and 5.9 m.

4.5 Test flume

The facility used in this test was the Large Flume,
introduced in section 3.5 for the Barcelona breakwater
case.

4.6 Test characteristics

4.6.1 Similarity law, model scale and scale effects
fis is general practice, Froude’s similarity was used
to a geometric scale of 1:28.5. This was chosen
considering: wave generation capacity to reproduce
waves proposed; flume wave gauges operating range;
model size and scale effects.

Scale effects due to forces of elasticity forces (Fe)
and surface stress (Fa) can be disregarded for the same
reasons explained for the Barcelona breakwater. For
Fu it can also be disregarded is because the Reynolds
model number (Re) m is » 3 = 164 for HD > .89 m,

so the model flow is turbulent as in the prototupe.
The effects of the core permeability, defined in the
bhreakwater design by Dmax = 188 kg and 5% maxi

mum size D < 1 kg, are also negligible, hecause this

element was modelled with sizes somewhat larger than



those that there would be if the geometric scale were
applied [Dm = Dp/a= K, where K = 3.4 for the small

sizes, Hughes (1993)]1. The grain size distribution

curve used can be seen in Figure 13.

4.6.2 Test waves calibration

Before the tests, waves were calibrated to create paddle
movements that would make it possible to reproduce

wave characteristics adapted to the defined JONSHAF
spectrum. With a wiew to this, a record was generated

for each of the waves and water levels whose duration

was such that the number of waves was sufficient for
statistical analysis. Figure 14. Construction stages. Core,
filter and first blocks armour layer. 4.6.3 Model materials
The design prototype block density was v p = 2.4 t/m 3 . To
maintain the modelsprototype density ratio, (va) p (¥a) m
= 1.825 must hold, so it was necessary to manufacture (ra)
m=2.34 gscm 3 model blocks. Although blocks were
constructed to reach that density, this was not achieved,
which meant that a correction to the model/prototupe
stability number (Ns) (1) conservation was necessary
(Hudson et al., 1979), to guarantee similarity hetween the
two systems and the model elements weight is obtained by
(2): Tahle 1. shows the characteristics of the blocks and
the quarry stones (prototype and model).

4.6.4 Model construction

Construction began with the core, followed by the

filters: 1 1t guarry stones and 2 layers of 15 t blocks man
ually placed, making sure that there were no smooth

zones, so the main armor layer could hawve a coarse

support (Figure 147.

When constructing the main armour layer (156 1) a



placing pattern, using coordinates, was devised with 4@
% porosity, as included in the project. The coordinates
were established with a gap of 1.58 m between the
blocks in each row and in such a way that they were

in contact with the ones on the row below, arranged in
staggered formation.

To find the armor layer characteristics, poros

ity (pJ), packing density () and placing density

(d) were calculated [p = n o hlocks-block wolsarmour
wol.; =1 -ne layers-k p -{1p); d = n = blocks/surface
armours; k p = 1.85]. The porosity turned out to he
slightly less than the 8.48 design walue and the packing
density slightly above 1.28, normal walue for blocks
placed randomly.

4.7 Test methodology

4.7.1 Have generation measurement

The waves generated were measured to make sure

they were the same as the test waves proposed. Mea
surements were analyzed with the Mansard-Funke

method (Mansard and Funke, 1988), at 58 Hz with

3 gauges to calculate Hs incident and reflected, and
the GEDAP application (National Research Council,
Canadian Hudraulic Laboratory) being used.

4.7.2 Stability test. Damage criteria

For the temporary construction protections (A}, the



damage at each storm stage was not repaired and

the following activities were performed: measuring

the section incident/reflected waves, counting the ele
ments displaced in the section zones and photographs

and wvideo at the start, during and at the end of each
storm stage.

4.7.3 Overtopping measurements

The number of overtoppings were counted (in the

previous test the volume was measured).

4.8 Test results

(A} Temporary construction protection

The best construction stage performance was for

Stage 2. It failed at Hs = 11 mand Tp = 26 s

(Figure 15). 0Others failures stages occurred at

Hs = 9=1& m.

(B) Wave height at which the works must stop for

worker safety

First overtopping was for Hs = 1.35 m at Stage 1

with 5.8 m water level and Tp = 21 = and the highest
overtopping was for Hs = 6.92 m, water lewvel 3.8 m and

Tp = 21 5. Figure 16 shows the Hs first overtopping for
5; 4 and 3 m water levels. Figure 15. Stage 2. Final
situation (failure): Hs = 11 m, Tp = 28 s. Figure 16. Stage
1. Fist overtopping. Hs (m) wersus Tp (s). 4.9 Breakwater
construction behavior Table 2 shows the major storms
withstood by the breakwater during its construction. Damage
only affects stretches under construction and temporary

protections, in a similar way to what happened in the
physical model test, which can be seen in figure 17, shouwn



by way of comparison. 5 CONCLUSIONS The conclusion of the
two cases given in this paper and from others construction
stages tests conducted in the CEDEX, can he summarized as
follows: - Usefulness of phusical models as a tool for
studying the construction phases of port hreakwaters -
fpplication to both: rubble mound and vertical breakwaters
- Possibility to analyze the construction phases of the
type section (20 tests) as well as the construction
progress as a whole (3D test) - In both cases the size of
the models must be as large as possible, especially for the
rubble mound breakwaters, considering that among its
components flow should be turbulent, as actually occurs in
the prototuype, for which Reynolds number should be higher
than 36,666,

Table 2. Major storms during construction.
Low-cost 30 mapping of turbulent flow surfaces
A. Nichols & M. Rubinato

Civil and Structural Engineering Department, The University
of Sheffield, UK

ABSTRACT: This work presents a new measurement technigue
with potential to remotely measure turbulence

processes based on their linkages with the dynamic water
surface. Previous work has demonstrated these linkages,

but accurate 30 measurement of turbulence-generated rough
water surfaces is problematic. Microsoft Kinect

sensors have previously been used for measuring gravity
waves in coloured (opague) water. Here the sensor is

applied to clear water surfaces, and data is walidated
against a conductance-based wave probe. These data show

that the Kinect sensor can characterise relatively large
gravity waves in clear water via the principle of

refraction.

The same principle is able to capture the dominant
components of turbulence-generated water surfaces, though

discrete features can be ambiguous. It is postulated that a
flat bed would result in an unambiguous measurement.

fApplication of this technigue to turbulent flows could lead



to new applications in flood studies, river monitoring,
and sewer flow measurement.

1 INTRODUCTIOM

Recent work has shown that water surface fluctuations
can be associated with the underluing welocity field
and turbulence, which could in turn be related to the
flow conditions, boundary conditions and hydraulic
processes (Horoshenkow et al., 2813; Fujita et al.,
2611). The abhility to relate the underlying flow to
the free surface has the potential to enable remote,
non-intrusive measurement of flow processes. It could
therefore find applications in flow monitoring, sedi
ment entrainment, and mixing studies.

This potential can only be realised wia an ahil

ity to accurately characterise the three-dimensional
dynamic surface roughness patterns of turbulent flows.
Several technigues exist for measuring water surface
position, including: acoustic and microwave sensors
(Boon et al.,26@8); stereoscopic imaging (Tsubaki

et al., 2665); infrared and laser displacements tech
nigues (Daida et al., 1995; Takamasa et al., 2668);
laser induced fluorescence (Michols, 2613; Lommer et
al., 2ea1; Charogiannis et al., 2815); and submersible
pressure transducers (Rubinato 2615). Howewver, these

technigues are limited in their spatial resolution, and



generally measure only in one or two dimensions.

This work presents an innowvative low-cost method

to measure surface water patterns by using a Microsoft
Kinect sensor, which has the ability to measure at rea
sonable spatial resolutions and in three dimensions.
This device was originally developed to measure and
interpret human gestures as a video game input tech
nology. The sensor employs a variant of image-based

30 reconstruction, by emitting a pattern of infra-red
dots, and interpreting the detected pattern to determine
the three dimensional surfaces in the field of view. The

resulting output is an RGB image of 486 = 648 pixels, and a
depth map which is also 488 = 648 in size, containing for
each pixel a value representing the distance from the
sensor. To date, Kinect sensors have been used to measure
fluid surfaces in the form of gravity waves generated in
coloured (opague) water (Combes et al., 2611) and sand
flows (Caviedes-voullieme et al., 2814). They have never
bheen used to measure turbulence-generated water surface
roughness. They have also never been used to measure clear
water surfaces because the infrared light generally passes
through the water surface if it is not opague, reflecting
instead from the hed of the flow (if it is shallow enoughl.
For all the tests conducted to date by other scientists,
the water had been coloured with the addition of white dye
to enhance the liguid’s light diffusivity, enabling it to
appear as a solid surface. This study examines the
hypothesis that the infrared light is refracted as it
passes through the air-water interface, and reflects from
the bed, and that local changes in the gradient of the
interface result in perceived changes in the position of
the bed surface. A Kinect sensor is positioned above an
experimental channel within the University of Sheffield
hydraulics laboratory. Initially, large-scale gravity waves
are generated on a range of six flow conditions and the
resulting fluctuations in bed measurements are wvalidated
against data collected with a conductance-based wave probe
in the same location. Subseguently, the smaller scale
turbulence-generated roughness is measured by the Kinect



sensor and the wave probe. In this manner, this paper aims
to demonstrate that this technology has the potential to
measure clear water surface waves, which could be applied
to a range of applications where the addition of colourants
may be undesirable or impractical (for example river
Figure 1. ¥iew of the flume from the downstream end (left),
and the inlet system eguipped with point gauges (right).
flows). This also reduces the cost and complexity of
Mmeasurements.

2 METHODOLOGY

2.1 Flume setup

Testing was undertaken in a flume within the Univer

sity of Sheffield hydraulics laboratory. The behaviour

of the water surface was altered by adjusting the gen

eral flow conditions to generate a range of steadu,
uniform shallow flows (from 1.8 l/s to 21.7 1/s) over

a rough, sediment boundary. The flume (Figure 1)

has an experimental length of 8 m, a width of 8.3 m

and depth of &.3 m. For this set of tests the slope was
fixed at ©.981. The measurement section was located

at 3.58-4.66 m from the upstream end of the flume.

The inlet pipe to the flume is fitted with an elec

tronic control walve operated via Labview software.
Discharge through the channel can thereby he con

trolled, and is measured using a magnetic flow meter in

the supply pipe. Downstream of the experimental sec

tion the flume is fitted with an adjustahle weir to enable



uniform flow to bhe achieved. Six flow conditions

were examined, ranging in depth from D = 8.83 m

to 8.128 m, with mean wvelocity from U = &.18 to

8.60 mss. The uniform flow depth was measured with

point gauges (accuracy *1 mm). The flow conditions
examined in this study are displaued in Tahle 1. For

each flow condition, data was first recorded for gravity
waves generated manually in the flow by submerging

a paddle to the mid-depth and moving it hack and forth

in the streamwise direction. These waves were approx
imately 28-3@ mm in height. Then data was recorded

for the raw water surface fluctuations generated by the
flow turbulence.

2.2 Wave probe

To walidate the surface measurement, a conductive

wave probe was installed at the centre of the flume,

3.95 m from the upstream end of the flume. The probe
consisted of two vertical 1 mm diameter conductors
separated by 15 mm in the lateral direction (Figure 2).
Table 1. Flow conditions utilised for the full range of
tests (1 to 6). Flow Yelocity Water Test (m 3 /s) (m/s)
depth (m) 1 @.6617 6.18 6.838 2 6.6649 6.34 6.648 3 6.66581
6.41 6.866 4 6.8116 6.46 6.884 5 6.6165 6.54 6,162 6 6.6217
8.60 8.128 Figure 2. Wave probe used to wvalidate Kinect
sensor results. A Churchill Have Monitor unit was used to
energise the probe and provide an output woltage
proportional to water depth. The probe was calibrated by
establishing flows of depth egual to those inTable 1 and
displayed in Figure 3. The wvoltage output for each flow
depth was recorded over a period of 38 sec, and averaged.

The mean voltage for each flow depth forms the basis of the
linear calibration, and was used to identify the first



order polunomial coefficients necessary to transform a
recorded voltage into an instantaneous flow depth. 2.3
Acoustic doppler wvelocimetry (ADY) An Acoustic Doppler
Velocimeter (Side-looking MWortek Vectrino) was used to
record the threecomponent velocity at a rate of 188 Hz. The
probe was positioned at 4.58 m from the flume inlet, at the
centreline of the flume. For each flow condition, velocity
was recorded at a height of 12 mm from the bed level and
also at a height of y/d = 8.4. For the measurements taken
at 12 mm from the hed lewvel, tests 5 and 6 exhibited
correlation values hetween 68-78%, while tests 1, 2, 3 and
4 were all above 86%. For the data collected at

Figure 3. Flow-depth conditions examined for wave probe
and Kinect measurements.

Figure 4. Mean welocity walues measured at a height of

ysd = 8.4,

the height of ys/d = 6.4, correlations for the full range
of tests were always above 75%. The majority of these
values are hence within the acceptable range defined

hy Wahl (266a). The mean velocity values recorded

are displayed in Figure 4, where Vx is the streamwise
velocity,vy is the lateral velocity, andvz is the vertical
velocity.

2.4 Kinect sensor setup

To spatially calibrate the Kinect sensor a cheguerboard
pattern (see Figure 5) was placed on the flume hed

heneath it. The elevation of the grid was set to coincide
with each of the planned flow depths given in Tabhle 1,

and images were recorded. A Matlab algorithm then

identified the vertices of the cheguerboard, and used

these to determine a piecewise linear transformation



which would map the Kinect images onto an orthog

onal Cartesian coordinate system. A calibration was
thereby calculated for each flow depth for the Kinect
sensar.

The depth map output by the Kinect sensor has arbi
trary units linearly proportional to the distance of an
image pixel from the sensor. In order to convert the
depth map into meaningful units, a depth calibration

must take place. A& depth map was recorded for a flat Figure
5. Location of the Kinect above the area of study and an
example of cheguerhoard seen from the Kinect sensor. Figure
6. Linear calibration of Kinect depth output. surface at
different heights. This captured the change in sensor
output for a known change in the position of the surface.
For each pixel the linear relationship hetween sensor
output and surface height was determined. This could then
be used to transform the sensor output into a depth map in
units of mm. Figure 6 shows an example of the linear
calibration for the pixel location immediately between the
two wires of the wave probe. The coefficient of
determination for the linear fit was always greater than
8.96. For this study, the area around the wave probe was
considered, in order to provide an initial walidation of
the Kinect sensing method. The wave probe was positioned
3.95 m from the flume inlet, and at the centreline. For the
Kinect signal, the awverage surface elevation was taken for
an area from 3.94 to 3.96 m in the streamwise direction,
and extending 26 mm either side of the flume centreline. 3
RESULTS & DISCUSSION 3.1 Gravity wave data As described
earlier, data was first recorded using the Kinect sensor
and wave probe for gravity waves

Figure 7. Gravity waves measured by Kinect.

generated manually in the six flow conditions.d 38 sec
time series of data recorded on the Kinect sensor is
shown in Figure 7 for all six gravity wave cases. The

first thing to note is that the data represents the per



ceived position of the flume bed. With no water, this
would sensibly he zero; with water, the infra-red light
is refracted toward the vertical and hence travels a
slightly shorter path. This is why all the readings are
above zero.The first three flow depths (3@ mm, 48 mm,
and 66 mm) show some progressive change; i.e. an
increase in perceived hed level as a result of an increase
in the water level. This also appears to result in pro
gressively larger variation being detected. Beyond this
depth, the overall lewvel no longer increases, and the
variation appears to decrease. This could be indicative
of a limit being reached, beyond which the sensor no
longer ‘sees’ the flume bed properly.

Since the Kinect sensor in this configuration mea

sures perceived bed lewvel rather than surface level, in
order to compare directly between the Kinect and wave
probe data, both data sets were reduced to a mean

of zero, and the Kinect data was scaled so that its
standard deviation matched that of the wave probe

data. Figure 8 and Figure 9 show the direct compar

izon hetween wave probe data (blue line) and Kinect
depth recording (black line). In both cases a 3rd order
low-pass Butterworth filter was used to remowve high
freguency spikes. This tupe of filter has heen shown

to be suitabhle for flow surface data (Horoshenkow et



al., 2813). Figure 8 shows the result of a 5 Hz cutoff
freguency in the filter, while Figure 9 shows a 1 Hz
cutoff. It can be seen that generally the Kinect data
matches the signal recorded on the wave probe. The
agreement appears hetter for the data filtered to below

1 Hz. This is likely hecause the turbulence generated
roughness has been removed. This finer scale rough

ness is less likely to agree because of the different ways
that the two systems measure their data (wave probe:
average of two points 15 mm apart; Kinect: average of

26 mm = 46 mm area). The correlations between the

two measurements for the 1 Hz filtered data are given

in Tahle 2. It can be seen that for small-medium wave
Figure 8. Gravity waves filtered to below 5 Hz (Blue - wave
probe; Black - Kinect). Figure 9. Grawvity waves filtered to
helow 1 Hz (Blue - wave probe; Black - Kinect). Table 2.
Correlation of gravity wave data. Water Correlation Test
depth (m) coefficient 1 36 @8.68 2 458 6.82 3 66 ©.88 4 84
8.83 5 182 6.53 6 126 6.47 heights and flow depths, the
Kinect-based measurements are reasonably accurate; but for
higher depths and wave heights the error increases. 3.2
Turbulence- induced surface behavior The same process was
then applied to the data recorded for turbulence driven
surface roughness (much smaller scale). The six 38-second
Kinect recordings are shown in Figure 16. Reassuringly, the
same pattern

Figure 18. Turbulence generated surface fluctuations
detected by Kinect sensor for 6 flows.

is ohserved as was seen in the gravity wave data. The

average perceived depth increases with flow depth, up

to 66 or 84 mm. Beyond this it is possible that the sen



sor 1s unable to properly discern the bed position, as
the mean level does not significantly change and the
fluctuation reduces.

The § Hz filtered data in Figure 11 show wery lit

tle agreement between the Kinect data and the wave
probe, although some of the larger features do appear
to relate.

The 1 Hz filtered data (Figure 12) sheds some light

on the reason for this. Some of the traces, for exam
ple D = 3@ mm and D = 84 mm show reasonably good
agreement, while others only match certain individ

ual features. This is reflected in the correlation values
shown in Table 3. What is perhaps more interesting is
that some of the features detected by the Kinect sensor
appear to be the inverse of the corresponding fea

tures detected by the wave probe, for example between
7-11 sec for D = 48 mm. This can be explained by the
fact that the fluctuating surface gradient is altering the
position of the infra-red pattern on the rough gravel
bed. For this fine-scale surface roughness, the move
ment of the infra-red pattern on the bed can be close
to the grain scale. This means that a change in the sur
face gradient could cause the pixel location to move to
a local peak of trough on the bed, causing ambiguity in

the measurement. This was not the case for the larger



gravity waves, which would refract the light to a larger
degree, hence detecting broad perceived changes in

bed level, rather than grain-scale fluctuations. It is
therefore postulated that the turbulence-generated sur
face roughness may he hetter detected if measuring

over a flat bed (or section thereof).

3.3 Links with flow field

The overall aim of this area of work is to develop

tools for remote monitoring of turbulence-driven pro
cesses. While measurement of the surface fluctuations

is known to be useful, a direct link has not been shown
Figure 11. Turbulence-generated waves filtered to below 5
Hz (Blue - wave probe; Black - Kinect). Figure 12.
Turbulence-generated waves filtered to helow 1 Hz (Blue -
wave probe; Black - Kinect). Tahle 3. Correlation wvalues
for turbulence-driven surface patterns. Water Correlation
Test depth (m) coefficient 1 36 6.57 2 48 6.46 3 66 6.13 4
B4 6.56 5 162 6.28 6 126 6.28 hetween the free surface
fluctuations and the in-flow turbulence. Here, the ADY data
was used to calculate the standard deviation in the three
velocity components at a position of ys/d = 6.4, This
turbulence intensity is related to the measured wave height
(standard dewviation of wave probe recording) in Figure 13.
It can be seen that the wave height generally increases
with

Figure 13. Standard dewviation of wave probe data as a func

tion of the three-component velocity fluctuation at usD =
8.4,

Figure 14. Standard dewviation of Kinect data as a function
of the three-component welocity fluctuation at u/D = @.4.
increasing velocity fluctuation. At a flow depth of

around 84-162 mm this relationship begins to break

down. It is highly likely that beyond this point the



depth to width ratio is no longer small, and hence
shallow flow assumptions do not apply. In particular,
secondary flows and three-dimensional flow patterns
bhegin to form which can explain the mismatch between
the wave probe and ADY fluctuation measurements.

What is of note, is that the standard deviation of the
surface elevation time series recorded hy the Kinect
sensor (Figure 14) shows a similar trend for the first
three data points: surface fluctuation increasing with
velocity fluctuation. Unfortunately, as remarked upon
earlier, for depths heyond 66 mm the Kinect sensar
does not accurate resolve the scale of the surface
waves, and therefore the relationship with velocity
fluctuation is not upheld.

4 CONCLUSIONS

While Kinect sensors hawve previously been used to
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Sediment transport measurements in the Schelde-estuary: How
do acoustic

hackscatter, optical transmission and direct sampling
compare?
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ABSTRACT: Measuring sediment transport remains one of the
most challenging aspects in river engineering.

In 2814, Flanders Hydraulics Research performed several
field measurement campaigns in the Schelde-estuary.

The goal of these campaigns was to gather datasets for
numerical model (Delft3D and Telemac-suites) validation

of sediment transport and to increase our system
understanding. During these campaigns both optical and



acoustic

measurement technigues were used. Differences in sediment
concentration patterns were found between different

technigues. In 2615 a specific field campaign was organized
to calibrate both the acoustic backscatter signal

(Mortek Aguabopp) and the optical transmission signal
(LISST-166%), while collecting multiple water and

sediment samples using pump samplers and a water trap. A
good agreement was found between measured

sediment concentration from the direct samplers and the
acoustic backscatter and LISST-186¥ data. Although,

differences can occur, most likely because of the sand-silt
rate changes, the presence of flocs and the accuracy

of the instruments.

1 INTRODUCTION AND BACKGROUND

Within several water engineering projects sediment
transport plays a crucial role (e.g. morphological
changes). State-of-the-art numerical models still have
their limitations in predicting these evolutions, which
can lead to uncertainties in results, and trigger the
precautionary principle within environmental impact
and appropriate assessment (within the scope of the
European Bird and Hahitat Directive). To improve

the numerical models, but also our system under
standing, good sediment transport and morphological
measurements are crucial. Where multi-beam echo
soundings result very precise topo-bathymetric infor

mation, measuring sediment transport remains one of



the most challenging aspects in river engineering.

In 2814, Flanders Hydraulics Research performed
several field measurement campaigns in the Schelde
estuary to gather datasets for numerical model
(Delft3D and Telemac-suites) validation of sedi

ment transport. During these measurement campaigns,
direct (Delft bottle, pump sampling) and indirect (opti
cal and acoustical backscatter) technigues were used.
Each technigue has its advantages and disadvantages
(Gray et al., 2889): the optical backscatter (0BS)
sensors used over longer periods (~4 weeks) were
prone to bio-fouling (Figure 1), which disturbed the
Mmeasurements.

Hhere simultaneous measurements of flow char
acteristics using Acoustic Doppler Profiler were

performed, acoustic hackscatter data was used to make
Figure 1. Bio-fouling on lower 0OBS-sensor. estimates of the
sediment concentration after the biofouling occurred on the
0BS-sensors. It was found that the patterns owver a tidal
cycle were not fully in agreement, which could be related
to sensor sensitivity for different sediments (silt vs
sand). Unfortunately, no specific field campaign was
organized to calibrate the acoustic backscatter, so the
results had large uncertainties. Several comparisons have
heen made in the past, both in situ and in laboratory
conditions (Gartner et al., 2661; Meral, 2668). To gain a
hetter insight in these aspects, specific field measurement
campaigns were performed in 2815, using different
technigues at one location over a limited period of one
tidal cucle in the Schelde-estuary.This paper focusses on
sediment concentration and grain size distribution
measurements,

Figure 2. Measuring locations along the riwver Scheldt
(field campaigns 2615). Measuring location Appelzak located



downstream of the Dutch_Belgian border, and locations
Oosterweel and Ketelplaat, positioned more upstream.

and discusses how acoustic backscatter, optical trans
mission and direct sampling compare to each other.
Different direct and indirect measuring technigues for
validating LISST-166% data are analuyzed and their
performance discussed, regarding to sediment concen
tration and grain size distribution. A supplementary
analysis was made to understand to which extent
bhackscatter data of an AguabDopp can be accepted as a
proxy for sediment concentration.

2 STUDY AREA

The Schelde-estuary has a length of 166 km and is
located in Flanders (up-estuary, called “Zeeschelde”)
and the Metherlands {(down-estuary, called “HWester
schelde™). The estuary is characterized by a macro
tidal regime, ebb and flood currents, a longitudinal
salinity gradient and important sediment transports
(hoth sand and silt), leading to important morpholog
ical changes.

Over the past centuries several human interfer

ences have taken place in and along the estuary:
starting with important poldering of areas along the
estuary, dike-building, cutting-off of several bends,

dredging works to guarantee the port accessibility



and sand extraction for commercial reasons. Beside

these human activities sea level change occurred and has
caused changes in the morphology of the estuary and thus
the tidal penetration in the estuary. In 2661 Flanders and
the Netherlands signed a memorandum of understanding in
which a “Long Term ¥ision™ (LTV) strategy and its
ohjectives for the Scheldtestuary was defined. The LTV
focusses on the three main functions of the estuary: (1)
safety against flooding, (2) port accessibility and (3)
nature. In 2616 an integrated monitoring programme (called
“MONEDS™) was agreed, which should make it possible to
evaluate the effects of the different projects on the
physical and ecological system (Plancke et al., 281Z2).
Beside this “system”-monitoring, additional “project™ and
“research”™ monitoring takes place. Within the “research”
monitoring, one of the projects focusses on the
applicability of measurements technigues. This paper deals
with specific field campaigns that were organized in 2615
to compare both the acoustic backscatter signal (Nortek
Aguabopp) and the optical transmission signal (LISST-10aX),
while collecting multiple water and sediment samples using
pump samplers, a Delft bottle and a water trap. Data was
ohtained at 3 measuring locations along the Schelde-estuary
(Figure 2): fAppelzak, located just down-estuary of the
Dutch-Belgian border (KM 53 from the mouth), Ketelplaat (KM
65 from the mouth), located just upestuary of the
Dutch-Belgian border, and Oosterweel (KM 75 from the mouth)
more up-estuary.

3 MATERIALS AND METHODS

The following direct and indirect measuring instru
ments were used during the field campaigns of
12/88,2015 and 31/88/2015:

- LISST-18a¥ : measurement of grain size distribu
tion and sediment concentration.

- Centrifugal pump @ water sampling

- HWater trap : water sampling (only during campaign
of 12/88/2815)

- Delft bottle : measurement of sediment transport



- AguabDopp : measurement of flow velocity and

sediment concentration (by acoustic backscatter)

When using these indirect measurement technigues

(e.g. LISST-166X), effects of hio-fouling and mud
accumulation on the optical sensors, as the role of par
ticle density (mineralogical or organic compounds) are
to be considered during measurement analysis. Addi
tionally, processes such as mechanical selection of
particle grain sizes or e.g. the formationsdestruction
of flocs are subject to the type of direct measure

ment technigue, which are often used as calibration

for indirect technigues.

3.1 LISST-18aX (Sequoia)

The LISST-198¥ was mounted in a frame (Figure 37,
attached to a winch at the rear end of the vessel (star
hoard side). The frame was equipped with 2 side pan
els, ensuring a transverse orientation of the device on
the current and a complete flow-trough of transported
sediments trough the measuring volume. Sampling
freguency was 1 Hz. Total wvolume concentrations can

be obtained by the sommation of the wolume concen
trations detected at each of the 32 detector rings of
the LISST-1@6X. Taking into account the density of

the sediment, mass-sediment concentrations can be

derived. The 32 detector rings also provide informa



tion on the granulometry of the in situ sediment by

which median grain sizes can be deduced.

3.2 Centrifugal pump and water trap

The centrifugal pump and water trap were used for

water sampling, by which a calibration of the LISST

166¥% and acoustic backscatter data was possihle.

The opening of the hose of the centrifugal pump

was fixed at the frame, at the same heigth of the LISST
166¥, in a way the water sampling did not influence the
measurements of the LISST-188¥. Samples (1 liter)

were taken at regular intervals.

The water trap is a tube, horizontally positioned,

closed off by a drop weight once the desired measuring
depth is reached.

Samples were analyzed in the labortory for sed

iment concentration by using a standard filter of

.45 pym. In some cases an additional distinction

hetween sand (>63 pm) and silt (<63 pm) was made

by the use of an extra filter of 63 pm. Figure 3.
LISST-186x (left) and Aguabopp on the tail of the suspended
Delft hottle (right) during field campaign. 3.3 Delft
bhottle During the campaign of 12/68/2615 the suspended
Delft bottle was used. The sampling time was 18 min, after
which the sediment load in the hottle was determined. 0On
31/88/2815, the Delft bottle was mounted on a frame, at 35
cm and 47 cm above the bottom. Sampling time was 3-5
minutes, after which the sediment load was defined.
Sediment transport can be deduced of the in situ sediment
volume, taking into account the sediment density and
porosity. 3.4 Aguabopp (Mortek) At the campaign of

12/88/2615, the AguaDopp was mounted on the tail of the
suspended Delft hottle (Figure 3), using the High



Resolution measuring mode (HR mode). During data analysis,
anomalies in the data were detected and it was ascertained
that the High Resolution configuration mode was not suited
for these type of measurements. Additionally, it was found
that the suspended Delft bottle was susceptible to tilting
and pitching during measurements, leading to distubance of
the acoustic signal. Although some data seemed to be
usefull, it was decided to discard this data. At the
campaign of 31/68/2615 the Normal configuration mode was
used, while thefAguadopps were fixed on the frames of the
LISST-188¥ and Delft hottle. Besides the flow welocity
(magnitude and direction), also the backscatter data was
analyzed. 3.5 Mastersizer 2666 (Malvern) In situ samples
(pump, water trap and Delft hottle) were transported to the
lahoratory where a granulometric analysis was performed
using the Malvern Mastersizer 2e66. This device uses laser
diffraction to determine the granulometric properties of
the samples. Before analusis, samples were filtered on a 2
mm filter, to remove coarser parts (e.g. peat or organic
matter in Delft bottle sample).

Figure 4. VYolume concentrations detected hy the LISST-166%
compared to sediment concentrations obtained by water trap

and centrifugal pump samples (Appelzak, 12/68/2615).
4 RESULTS AND DISCUSSION

4.1 Sediment concentration

In Figure 4 wvolume concentrations (LISST-166X) and
sediment concentrations (Pump sampler and water
trap) of the measuring locationfppelzak (12/88/2615)
can be observed. Results of water samples ohtained
by the centrifugal pump and water trap are almost
identical, rejecting the huypothesis of a possible higher
abundance in fine grained particles in centrifugal
pump samples, due to pumping up the water. A high
resemblance between the sediment concentration pat

tern of the water samples and the LISST-166X can



he ohserved. In hoth cases initial concentrations are
low, both increasing around HW-9@° towards an abso

lute maximum in sediment concentration at HW-75°.

After this peak moment, sediment concentrations grad
ually decline again. Also at Ketelplaat (31/88/2015)
there is a good agreement between the patterns in sedi
ment concentration of the LISST-166X and centrifugal
pump samples. Higher walues are obserwved hetween

HW-9¢" and HW-66° (256 mgsl), rapidly declining
afterwards (166 mgsl). Only at the start of the measure
ments there is a discrepancy between both technigues,
characterised by higher wvalues detected by the LISST
166¥% compared to the measurements of the water

sample.

At Oosterweel (31/88/2615) pump samples show

a gradual decrease in sediment concentrations, con

trary to the volume concentrations detected by the
LISST-188x indicating an increasing trend (Figure 7).

The latter being suspicious since current wvelocities,

and subseguently also sedimenttransport capacity, are
decreasing in this phase. 4.2 Grain size distribution At
fAppelzak significant differences in median grain sizes (d
58 ) were observed hetween LISST-168% measurements (86-128
pmy and the different pump and water trap samples (15 pm)
and Delft hottle (46- 166 wm). For particular periods,
values of the LISST166X and Delft bottle samples are
similar. However, the sampling technigue of the Delft
hottle implies a selection of particle grain size (only

sand is trapped in the bottle, fines (<63 wm) will pass
through), causing the comparison between d 56 of LISST-166X



data and Delft bottle data to be unjustified. Median grain
sizes of pump samples at Oosterweel and Ketelplaat (Figure
51, are similar for hoth locations, but considerably lower
compared to the d 56 walues of the LISST-188X (188 um
(Oosterweel) to 186 um (Ketelplaat)). Additionally, Figure
6 gives an overview of the full grain size distribution
analysis for both LISST-188¥ and pump sample data at
Appelzak (12/68/2615) and kKetelplaat (31/68/2616) around 1
hour before high water. As discussed above the median grain
sizes of the Delft bottle samples (Oosterweel) are not
representative regarding the measurements of the
LISST-18a%, The higher median grain sizes of the LISST-166%
(Figure &) can originate from the initial presence of
sediment flocs in the system. These flocs hrake up by
pumping up the water, during transport or by handling of
the water samples in the lab, leading to a higher
concentration of fine grained particles and lower median
grain sizes. Wren et al. (2888) confirm sample collection
and handling can alter grain size distributions by breaking
up aggregates.

Figure 5. Median grain sizes LISST-186¥, Delft bottle and
pump samples with (d 58 ) and without (d 56 _zonderUs)
ultrasonic

treatment of the sample (Ketelplaat, 31/68-/2615).

Figure 6. Comparison of grain size analysis for both pump
sample and LISST-1@eX data at Appelzak (green) and
kKetelplaat

{orange) at peak velocities around 1 h hefore high water.
Since lab conditioned measurements by the LISST

166% on calibrated sand (165 pm) also showed an
overestimation of the expected median grain size

(136 pm-158 pm), it is not clear how much of the
deviation in d 5@ between LISST-168X and water sam

ples is due to measurement configuration or effective
change in sediment properties.

4.3 Tides and currents

The two Aguabopps used during the campaign of



31/88/2815, mounted on the frame of the LISST-186¥%
and Delft bottle, provide similar patterns in current
velocity for Oosterweel. At Ketelplaat there is a devi

ation between the two instruments, with the wvelocity data
of the Aguabopp mounted on the LISST-166X frame, following
the normal expected pattern (maximum velocity at 46 min
hefore high water). This pattern is not ohserved in the
data provided by the other Aguabopp (Delft hottle frame),
where the missing velocity maximum before high water can hbe
caused by an increased close-to-the-bottom sediment
transport, leading to an attenuation of the acoustic
signal. 4.4 Backscatter data (AguabDopp) Patterns of
acoustic hackscatter (AguaDopp mounted at LISST-166X frame)
and sediment concentration data of pump samples are similar
for both locations, Oosterweel and Ketelplaat. The
bhackscatter data at

Figure 7. Acoustic backscatter data (AguaDopp), wolume
concentration (LISST-186%) and sediment concentrations

(pump sample) at Oosteruweel.

Figure 8. Acoustic backscatter data (Aguabopp), wolume
concentration (LISST-186%) and sediment concentrations

(pump sample) at Ketelplaat.

Nosterweel confirms the decline in sediment concen
tration measured by the pump samples, contrary to the
LISST-188¥ data which, as mentioned earlier, showed

an increase in wolume concentration (Figure 7). Meanwhile
at Ketelplaat, backscatter data validates the sediment
concentrations of hoth LISST-188¥ and pump sample data
(Figure 8). These confirmations justify the general use of
hackscatter data as a

proxy for sediment concentration. Moreowver, out of

range particles (for LISST-18@X) can affect grain size

distributions (“rising tails™) and measured sediment

concentrations (Czuba et al., 2614; Agrawal & Pott



smith, 2666). Also in these cases backscatter data can
act as a useful validator for the LISST-1@0X data.

4.5 Calibration

LISST-188¥ volume concentration data andAguabopp
acoustic backscatter data provide an indirect estima
tion of sediment concentration. The original walues

are converted to sediment concentrations based on a
callibration curve, ohtained by expressing the pump
samples in function of the indirect signal (LISST
10a%/Backscatter Aguabopp) .

Using the water samples of the locations Oosterweel

and Ketelplaat moderate correlations of R 2 = 8.48 and
R 2 = 8.64 for repectively LISST-186% and backscat

ter data were found. Making a distinction hetween

the two measuring locations provides stronger corre
lations for both techniques. & correlation of R 2 = 8,92
for LISST-backscatter data at Oosterweel was found,
however, the relation found is inversely proportional,
which is unlogical. The observed correlations, when
making a distiction hetween sand and silt, are for both
technigues moderate to weak. Both technigues though
seem to have a higher sensitivity for variation in silt
concentration.

The low correlation hetween the pump samples and

the indirect measurements can be due to the altering



of the sediment samples during effective sampling,
transport and handling of the samples in the lab (e.g.
destruction of flocs, formation of new flocs, ..J.
Furthermore, measuring methods of the indirect tech
nigues (LISST-166X, Agualopp) are assumed to be
suitable for the terrain conditions present. However,
hecause of the high wvariability in transported sedi
ment (sand, silt, flocs, shape, .., both the optical and
acoustic measuring technigue will have limitations,
ensuring indirect technigues to be an estimation of the
real sediment concentration.

5 CONCLUSIONS

In 2615 specific field campaigns were organized

to compare both the acoustic backscatter signal
(Mortek Aguabopp) and the optical transmission sig
nal (LISST-186X), with water samples collected using
pump samplers, a Delft bottle and a water trap. Mea
surements were carried out at 3 measuring locations
along the Schelde-estuary, near the Belgian-Dutch
horder, where sediment transport takes places of both
fine sand and silt.

Results show a good agreement between wolume
concentrations of the LISST-188¥ compared to sed

iment concentrations determined by filtration of the

pump samples and water trap samples. Only at Oost



erweel an opposite trend can be obserwved hetween

volume concentration (LISST-186x) and sediment
concentration data (pump samples). Backscatter data
(Aguabopp) confirms the sediment concentrations obtained hy
the pump samples, both at Oosterweel and Ketelplaat,
Jjustifying the general use of backscatter data as a proxy
for sediment concentration. Correlations hetween pump
samples (ODosterweel and Ketelplaat) and LISST-166% and
hackscatter data were moderate, becoming stronger when
making a distinction in measurement location. At Oosteruweel
the relation of the LISST-188¥ data is inversely
proportional, which is unlogical. Distinctions in sediment
type (sand/ssilt) gave moderate to weak correlations. Low
correlations between pump samples and indirect measurements
can be caused by the altering of the sediment samples
during field sampling, transport and handling of the
samples in the lab (e.g. destruction of flocs, formation of
new flocs, ..). Furthermore, it is assumed measuring methods
of the indirect technigues (LISST-166X, AguaDopp) to he
suitable for the terrain conditions present. However,
hecause of a high wvariability in transported sediment
(sand, silt, flocs, shape, ..), both the optical and
acoustic measuring technigue will have limitations,
ensuring indirect technigues to be only an estimation of
the real sediment concentration. Median grain sizes (d 5@ )
measured by the LISST166X are significantly higher for all
locations than the corresponding d 56 walues obtained by
analysis of the water samples (pump samples, water trap
samples, Delft hottle samples). This dewviation can
originate from the initial presence of sediment flocs in
the system, which are broken up by pumping up the water,
during transport or by handling of the water samples in the
lab, leading to a higher concentration of fine grained
particles and lower median grain sizes. Although, lab
conditioned measurements by the LISST-166% on calibrated
sand (185 wm) also showed an overestimation of the expected
median grain size (136 pm-158 pm), it is thus not clear how
much of the deviation in d 56 between LISST-166X and water
samples is due to measurement configuration or effective
change in sediment properties. Overand underestimations of
median grain sizes hy the LISST are also encountered in
other studies, e.g. Filippa et al., 2611. Based on the
analysis of the data of the measuring campaigns 2815, it is
concluded more research, preferably under controlled
conditions, is essential to determine the applicability and
accuracy of the LISST-166X. 6 RECOMMENDATIONS To determine
the accuracy of the LISST-188¥ regarding particle size,
extra tests, under controlled conditions and with cohesive



sediment, are proposed. The sediment sample, broken up,
will be analyzed by the LISST-186¥, Mastersizer and
microscopy to test the accuracy of the LISST-188¥ for fine
grained sediments. When adding a flocculation agent, also
an analusis on flocs can be performed. As Ral & Kumar
(2615) already proposed, also the effect of out of range
particles on the LISST-188X data should he thoroughly
tested.

Furthermore, the performance of the LISST-166X

regarding sediment mixtures can be tested hy creating

a sediment mixture consisting out of e.g. 2 or more
calibrated sediment fractions. Also in situ sediments

can be used for the sediment mixture.

To obtain a thorough understanding of sediment
characteristics in situ, a visual analyses can be per
formed by the use of the INSSEY (in situ settling
velocity meter). The INSSEY technigue was already

applied in a project concerning density currents in the
Beneden-Zeeschelde. These images can give a conclu

sive answer on the nature of the in situ sediments.
Agrawal, ¥.C., Pottsmith, H.C. (28666). Instruments for par
ticle size and settling wvelocity observations in sediment
transport. Marine Geology. 168, 89-114.

Czuba, J.A4., Straub, T.D., Curran, C.A., Landers, M.N.,
Domanski, M.M. (2814). Comparison of fluvial suspended

sediment concentrations and particle-size distributions

measured with in-stream laser diffraction and in phus



ical samples. Water resources Research. 51, 326-34a,

16.1662/2814WR615697. Filippa, L., Freire, L., Trento, A.,
Glvarez, @A.M., Gallo, M., Winzdn, S. (2811). Laboratory
evaluation of two LISST25X using river sediments.
Sedimentary Geology. 238, 268-276. Gartner, J.W., Cheng,
R.T., Hang, FP., Richter, K. (2661). Laboratory and field
evaluations for the LISST-188 instrument for suspended
particle size determinations. Marine Geology. 175, 199-219.
Gray, J. R., Gartner, J.W. (2669). Technological advances
in suspended-sediment surrogate monitoring, Water Resources
Research. 45, WGeDZ29, doi:16.1629/2668 HREGT863. Meral, R.
(2668) . Laboratory Evaluation of Acoustic Backscatter and
LISST Methods for Measurements of Suspended Sediments.
Sensors. 8, 979-993. Plancke,Y., Vanlierde, E., Taverniers,
E., Mostaert, F. (2612). Monitoring of physical parameters
within the scope of the Dutch-Flemish integrated monitoring
program. (2612). Hudraulic Measurements and Experimental
Methods 26812 Conference (HMEM 2612), Snowbird, Utah, August
12-15, 2812. pp. [1-6]. Rai, A.Kr., Kumar, A. (2615).
Continuous measurement of suspended sediment concentration
: Technological advancement and future outlook.
Measurement. 76, 269-227. Hren, D.G., Barkdoll, B.D.,
Member, ASCE, Kuhnle, R.A., Member, ASCE, Derrow, R.H.
(2aea) . Field Technigues for Suspendid-Sediment
Measurement. Journal of Hudraulic Engineering. 126 (2},
97-184. Sustainable Hydraulics in the Era of Global Change
- Erpicum et al. (Eds.) @ 2616 Taylor & Francis Group,
London, ISBM 978-1-138-82977-4

Field-deployable particle image velocimetry with a
consumer-grade

digital camera applicable for shallow flows
K. Koca, A. Lorke & C. Noss

Institute for Environmental Sciences, University of
kKoblenz-Landau, Germany

ABSTRACT

Detailed flow structure measurements in natural flows
can provide new insights into the understanding of
environmental fluid mechanics processes. Inspired

by the need for flow detailization in natural flows,



a number of researchers (Liao et al., 2869; among
others) employed the well-established Particle Image
Velocimetry (PIV) technigue, in field-based studies.
PIY is advantageous owver typical measurement tech
nigues (e.g. Acoustic Doppler Velocimetry) because it
provides direct measurements of instantaneous wveloc
ity field, its spatial derivatives and spatial covariances
in two {(or three) spatial dimensions. These features
allow for the calculation of instantaneous wvorticitu,
dissipation rates (Westerweel et al., 2613), and turhu
lent wave number spectra without relying on Taylor’s
frozen turbulence approximation, as well as ohserva
tion of coherent flow structures.The field-PIY sustems
developed so far, howewver, utilized high power, sophis
ticated laser systems, as well as sophisticated cameras,
which makes them expensive and reguires extensive
deployment effort. We describe an alternative and
inexpensive field-deployable PIY suystem based on a
consumer-grade camera (GoPro Hero 4, GoPro Inc.,

UsA) and a 225 mW (532 nm), continuous-wave laser
module (Hercules, LaserGlow, Canada), which can

be deployed in wery shallow flows with a minimum

water depth of 6 cm. To walidate the developed system,
simultaneous velocity measurements were performed

in a flume using a Vectrino Profiler (Mortek, AS). The



flow depth was constant at 3@ cm, while the mean flow
velocity, U , wvaried between 1.5 cm s -1 and 37.3 cm 5 -1
(four runs). Good agreement was found in a direct
comparison of velocity time series (Figure 1). The
velocities measured by the PIV were obserwved to be
slightly less than those measured by Vectrino Profiler.
The differences between the mean longitudinal weloc
ities wvaried between &.2% and 6.9%, with the higgest
difference observed for U = 37.3 cm 5 -1 , whereas the
differences were between .7% and 5.5% for the mean
vertical velocities.

The root-mean-sguare velocity fluctuations mea

sured by both instruments were in a reasonable agree

Numerical modelling of meandering jets in shallow
rectangular reservoir

using two different turbulent closures
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ABSTRACT: In this article, the shallow water eguations are
used to model meandering flows in shallow



rectangular reservoir.Two distinct meandering flows in term
of friction regime were modelled (frictional and non

frictional) and two turbulent closures were tested with
various values for their tuning parameters. One turbulent

closure accounts for hoth the 20 horizontal (k - &) and 3D
vertical (algebraic model) turbulent mixing, while the

second turbulent closure accounts for the unresolved scales
of the shallow water equations through a subgrid

scale model (Smagorinsky). The purpose here is to give
advices on which turbulent closure is the most likely

appropriate for modelling meandering flows. A Proper
Orthogonal Decomposition (PODY is performed on the

simulation results for extracting objective parameters
accounting for transient behaviors and to be compared with

experiments. Comparisons between models and with
experiments indicate a great dependence of the simulation

results to the modelling of the small scales of the
turbulence.

1 INTRODUCTION

Shallow rectangular reservoirs are commonly used in
natural and constructed environments. They are used
for storing water (flood management, hydro-power
generation) or for trapping pollutants andsor sedi
ments (fresh-water production, stormwater treatment,
protection of irrigation sustems).

The optimal exploitation of such structures reguires
the control of the sediment dunamics. For an optimal
storage of water, the sediment deposits must be mini

mized, while they are maximized in settling reservoirs.



This control can only be achieved with the detailed
knowledge of the flow developing within the struc

ture (Dewals et al., 2868; Kantoush, 2668; Dufresne

et al., 2616a, 2616b, 2812; Camnasio et al., 2611,

2613; Peltier et al., 2613, 2alda). Even for the simplest
geometry of shallow reservoir, the flow has complex
features such as regions of distinct mean wvelocities and
large-scale horizontal coherent structures of warious
length-scales.

Lastly, Peltier et al. (2e814a), proposed a classifica
tion into four regimes of the flow developing in shallow
rectangular reservoirs. This classification depends on
the Froude number defined at the reservoir inlet, F ,
and on the geometry of the reservoir, characterized by
the shape factor defined by Dufresne et al. (26i16h)

as 5F = L/BB 9.6 b 6.4 (L = the reservoir length, b = the
width of the inlet channel and BB = the width of the sudden
expansion): - Symmetric (F < ©.21 and 5F < 6.2); -
Meandering (F » ©.21 and 5F < 6.2); - Asymmetric (5F > 6.8)
- Unstable (F > @.1 - .15 and 6.2 < 5F < 6.8). If the
hydraulic conditions and the geometrical configurations for
symmetric and asymmetric flows are well documented in the
literature and numerical models have proved their ability
at reproducing such flow features with or without sediments
(Stovin and Saul, 2666; Dewals et al., 2668; Dufresne et
al., 2811; Peng et al., 2611; Camnasio et al., 2613; kKhan
et al., 2613), the meandering and unstable regimes must
still be investigated. Before trying to understand the
mechanisms of generation of the unstable regime, it is
necessary to go through the physics of the meandering jets.
Recently, some studies have highlighted the mechanisms of
the meandering flows in shallow rectangular reservoir.
Using a Proper Orthogonal Decomposition, Peltier et al.
(2614h) emphasized that the meandering jet is the result of
at least two convective instabilities, which generate



large-scale energetic turbulent structures within the flow.
These large-scale turbulent structures contribute to
increase the lateral momentum transfer between the jet and
the rest of the flow and in

presence of sediments in the jet, increase their spread
ing into the reservoir (Peltier et al., 2613). In another
study, the ability of the shallow water equations to
model meandering flows was investigated (Peltier et

al., 2815). A k - & model coupled to an algebraic

model for accounting for both the horizontal and verti
cal turbulent mixing was used. This study emphasized

that by adjusting the roughness height of the bottom

in the friction modelling, the shallow water eguations
were able to model the dominant modes (in the POD

sense) of the flow.

In the present article, we investigate the ahility of

the numerical model WOLF 20 (Dewals et al., 2868),

which solves the shallow water eguations, to repro

duce meandering jets in shallow rectangular reservoir
with two different types of turbulent closures and

for a given roughness height. Two of the four flows
detailed in Peltier et al. (2614h) were numerically mod
elled using WOLF. The first tested turbulent closure is
classical and accounts for two different length-scales:
the 20 horizontal turbulent mixing is modelled by

two additional transport equations (k - &), while the

30 wertical turbulent mixing is treated with an alge



braic model (Elder). The second turbulent closure is

a subgrid-scale model (Smagorinsky), which models

the unresolved scales of the shallow water eguations
(the small scales), while the large eddies are modelled
through the shallow water eguations. As meander

ing flows are unsteady flows, the comparison of the
experiments with the numerical modelling could not

bhe performed using classical descriptors like welocity
fields or vorticity fields. Experiments and numerical
modelling were therefore compared through the use of
the results of the Proper Orthogonal Decomposition of
the fluctuating wvelocity fields. The eigenwvalues, tem
poral coefficients and spatial modes of the POD enable
to plainly describe the nature of a flow.

2 MATERIAL AND METHOD

2.1 Experimental setup

The experiments modelled in this article were carried
out in a flume based in the laboratory of engineering
hudraulics of the University of Liege (ULg), Belgium.
The experimental device is illustrated in Figure 1 (A
complete description of the experimental setup is given
in Peltier et al. (2e14a, 2614b). The inlet channel is
2 m long and the outlet channel is 1.56 m long, the
width of both channels, b, being egual to .88 m. The

reservoir length, L, is egual to 1 m and the width of the



sudden expansion, BB, is egual to .45 m. The bottom

was made of polyvinyl chloride (PYC) and the vertical

are made of glass. Given the roughness state of the
surfaces within the reservoir, the roughness height, k s ,
was evaluated to he eqgual to k s = &.1 mm.

In each experiment, the discharge, 0, was regu

lated (50 = 9.625 Lss) and considered as constant.The

water depth, H , was measured in three positions in the
Figure 1. Sketches of the experimental flume and simulation
domain (Peltier et al., 2614c, 2615). Table 1. Hain
characteristics of the measured flows. ID O (Ls/s) H (cm) F
(-3 5 (=) Re (-) F ©.25 1.86 6.41 6.16 8,456 NF 1.66 4.28
8.46 8.83 24,2675 reservolr using an ultrasonic probe and
was constant to the uncertainty (&HAH = 1%). In the present
paper, %, 4y and z are the longitudinal, the lateral and the
vertical directions of the Cartesian reference frame
attached to the flume; % = & immediately downstream from
the inlet channel and 4y = & at the right hank of the
reservoir. z = @ at the bottom of the reservoir. As most of
the energetic coherent structures occurred in a horizontal
plane and given the shallowness of the experiments, we
assumed that the behavior of the flow at the surface was
representative of the flow dynamics (Peltier et al.,
261dh). The surface dynamics was therefore assessed using
the surface velocity fields measured by Large-Scale PIV at
a freguency of 25 Hz during 636", The complete processing
iz detailed in Peltier et al. (261da, 2614h). It should be
noticed that given the low water depth in the experiments
and the relatively smooth bottom, we considered that the
velocity at the free surface was close to the
depth-averaged velocity in most parts of the reservoir and
we decided to not multiply by a surface coefficient (Le Coz
et al., 2612) these velocities to be compared with the
simulated depth-averaged wvelocities. Two wery
characteristic cases were selected amongst the existing
dataset. The discharges, depths and the corresponding
Froude number, F = U in # 4 gH (U in = the mean velocitu at
the inlet and g the grawvity acceleration), friction number
(Chu et al., 28@4), S = f BB/8H (f = the Darcy-Weisbach
coefficient), and Reynolds number, Re = U in D/vy (D = the
hydraulic diameter of the inlet channel and v= the
kinematic viscosity of the water at 26 o C) are summarized



in Table 1.

The Froude numbers of the experiments are almost

the same and are a direct conseguence of the layout of
the reservoir. In contrast, the friction number largely
varies with increasing both the water depth and the
discharge. Referring to the work of Chu et al. (Z084)
and confirmed by (Peltier et al., 2614h), the flow-case
F belongs to the frictional regime, while NF belongs to
the non-frictional regime. In the frictional regime, the
sizes of the coherent structures developing in the flow
are mainly controlled by the friction and the bottom
generated turbulence: they are of the same order of
magnitude as the water depth. In the non-frictional
regime, the coherent structures are mainly controlled
by the horizontal geometry and they are of the same
order of magnitude as the sudden expansion 8B.

2.2 Numerical modelling

The numerical modelling was performed using the aca
demic model WOLF 2D dewveloped at the University

of Liege, which solves the shallow-water equations
(Dewals et al., 2868). This finite volume model is
robust and has proven its efficiency when dealing

with flows in shallow reservoir (Dewals et al., 2665;
Dufresne et al., 2611; Camnasio et al., 2612, 2613;

Peltier et al., 2813, 2815). WOLF 20 includes a mesh



generator and deals with multi-block Cartesian grids.
This feature increases the size of possihble simulation
domains and enables local mesh refinements close

to interesting areas, while preserving lower compu
tational cost reqguired by Cartesian grids compared to
unstructured grids.

A linear reconstruction at cells interfaces, combined
with a slope limiter is used to guarantee a second
order space discretization. The convective fluxes are
computed by a Flux Vector Splitting (FYS) method
(Erpicum et al., 2618), which is Froude-independent
and facilitates a satisfactory adeguacy with the dis
cretization of the hottom slope term.

The time integration is performed by means of a
3-step third-order accurate Runge-Kutta algorithm,
limiting the numerical dissipation in time that could
prevent the generation of eddies in the jet. The time
step is adaptive, but for stability reasons, it was
constrained by the Courant-Friedrichs-Lewy (CFL)
condition based on gravity waves.

The simulations were conducted using one type

of bottom condition deduced from experiments and
previous simulations (Peltier et al., 2615) and char
acterized by the roughness height k s = .1 mm. The

zide walls were considered as smooth. The Colebrook



White formula was used for modelling the friction
(Dufresne et al., 2611; Camnasio et al., 2813).
Two types of turbulent closures were evaluated in
the present paper:

- A Smagorinsky model (Herwvouet, 2663) was first
used for accounting for the small eddies that are
unresolved by the shallow water eguations. It is
hased on the mixing-length concept and helongs

to the sub-grid models’ group, i.e. only the eddies that
are smaller than cBxBy (Bx and By being the dimensions of a
mesh and o a tuning coefficient generally close to @.1-6.2
(Rodi, 198@) are modelled, the larger eddies directly
appearing in the solutions of the shallow water eguations.
In our simulations, the tuning coefficient o was set eqgual
to 8.2. - A depth-averaged k-2 model with two different
length-scales accounting for the 30 vertical and 2D
horizontal turbulent mixing was then applied (Babarutsi and
Chu, 1998; Erpicum et al., 28839). The 20 horizontal
turbulent mixing is associated to transverse large-scale
coherent structures and is modelled by two additional
transport eguations (k and €), while the 30 wvertical
turbulent mixing accounting for the bottom-generated
turbulence, which length-scale is of the same order as the
water depth H , is treated with an algebraic model (Elder
formula: v 30 = AHu % , u % = the friction welocity and A=
a generally taken equal to @.88, but that can reach 2 in
natural streamflow (Wark et al., 1996)). The k - &
coefficients were the same as for unconfined
three-dimensional flow, while three different Awere tested:
8 (means no 3D turbulence), @.68 (the classical
coefficient, see in Erpicum et al. (2689)) and 9.2 (high
rate of 30 turbulence). The turbulent fluxes were evaluated
by means of a centered scheme. In the simulations, the
inlet channel of 2 m (Figure 1) was reproduced in order to
have an injection in the reservoir as close as possible of
the experimental configuration. The discharge read on the
flow-meter was used as inflow condition at the beginning of
the inlet channel, hut the discharge was not uniformly
distributed between the inflow cells. As prescribed by
Dewals et al., a slightly disturbed discharge per cell
distribution was indeed used in order to introduce a seed
for asummetry. The disturbance linearly wvaried from -1% to



1% across the inflow cells. The water depth measured 13 cm
downstream from the outlet of the reservoir was prescribed
as downstream boundary condition. For each simulation, the
initial condition and the boundary conditions were obtained
from an unsteady computation performed until a steady-state
was reached (i.e. stahle temporal and spatial oscillations
of the jet). Once the steady state was reached, the results
were recorded at a rate of 25 Hz in order to be compared
with experiments (rate of the video-camera used for the
LSPIYV calculation). The grid spacing was set to .61 m and
with a CFL wvalue of &.2, the time step was thus between 1.5
= 18 -3 5 and 4 = 16 -3 s, the resulting sampling freguency
heing actually eqgual to 25 Hz £ 2.3 Hz. The choice of the
grid spacing was a compromise and was guided by the grid
independence tests presented in Camnasio et al. (2812) and
Dufresne et al. (2611}, which are based on the grid
convergence index (Roache, 1997). Dufresne et al. (2611)
highlighted the great sensitivity of reattaching flows to
the ¢rid fineness, but Camnasio et al. (2812) showed that
the characteristic freguency of the meandering jet is
weakly affected.

Table 2. Main characteristics of the simulated flows (with
ks =@a.1mm.

ID Turbulent closure & (=) | o (=)

F-KE k - & &= ©.68

F-KE@ k - g &= @

F-KE@.2 k - g &= 8.2

F-SM Smagorinsky o= 8.2

MF-KE k - & A= 6.68

MF-KE® k - & A= @

MF-KE®.2 k - g A= 8.2

NF-SM Smagorinsky o= 8.2

Figure 2. Two instantaneous surface welocity field of flow
case NF.

The different simulations are resumed in Tahle 2.



2.3 Flow characterization

The shape of the meandering jets is the conseguence

of at least two convective instabilities (Peltier et al.,
261dh). The main instability is sinuous and is respon
sible for the meandering of the jet. It is made of an
alternative succession of counter-rotating structures
along the reservoir centerline. The second instability
is waricose and is responsible for the lateral growth
of the jet with increasing longitudinal distance in the
reservoir, This instability is made of counter-rotating
structures on hoth sides of the reservoir centerline.
The description of the dynamics of those struc

tures and of the unsteadiness of the flow (Figure 2)
cannot be performed with the usual flow descrip

tors (velocity fields, Reynolds shear stresses). A
Proper 0Orthogonal Decomposition was therefore used
(Holmes et al., 26812). This method gives access

to new flow descriptors by decomposing a col

lection of M snapshots of the fluctuating horizon

tal velocity fields, u " (xp,yp,tnl)=u” (x, t)
n, peN %,

t =tn+l -t n=CST and = Bk 2 ), which are

sguare integrable functions (i.e. u 7 (x, t) e L 2 (B)),
into

an orthonormal basis of M spatial functions @ m (%) of

L 2 (B), called spatial modes, and an orthogonal basis



of M temporal coefficients, am (t)ime §1, . . . , M= N}

and M , N eN % ) , such that: || || L 2 being the induced
norm in L 2 (@) (i.e. the root mean sguare of the inner
product for L 2 (B)). The snapshot method applied in this
paper proceeds in three steps. (1) The temporal correlation
matrix C is first calculated: C eR N=N and W eR N=N , W = a
diagonal weighting matrix, for which the elements along the
diagonal are the cell wolumes of each of the P grid points
of one snapshot. (ii) The temporal coefficients a m (t) are
then obtained from the resolution of the eigenvalue problem
defined as: As C is definite, positive and suymmetric, the
eigenvalues A mare all real with A 1 =z 2 2=z ., . . =z & N >
@, and the eigenvectors o m (t) are orthonormal. The
temporal coefficients, a m (t), are function of the
eigenvectors and of the eigenvalues and they are
orthogonal: with {an =8 and anamy=4n&nm. (iii)
The spatial modes are finally obtained hy projecting the
fluctuating velocity ensemble onto the temporal
coefficients, i.e.: with lpm I 2 L 2 =p TmHpm=1 (i.e.
the spatial modes are orthonormal with respect to the inner
product in L 2 , @ T mHpm). 3 RESULTS AND DISCUSSION The
POD was applied on 9,886 experimental and numerical
fluctuating velocity fields for each flowcase resumed in
Table 1 and Table 2, the size of the computation grid being
equal to ~16,866 points. Thanks to this decomposition, the
modes (i.e. the coherent structures) contributing the most
to the flow were identified. 3.1 Energy fAs previously
highlighted, the POD allows the identification of the flow
structures that contribute the most to the flow energy
{Brevis and Garcla-villalba, 2811) and sorts the modes by
descending energy (Eg. 3).This decomposition is optimal in
average on the time interval covered by the data (Couplet
et al., 2663), i.e. there

Figure 3. Mean fluctuating kinetic energy contained in the
mth modes and normalized by the sguare of the velocity at
the inlet.

is no better decomposition for discriminating the struc
tures with respect to their respective energy (Perrin

et al., 2667; Cavar and Meyer, 2612).

The mean fluctuating kinetic energy in the mth

mode and normalized by the sguare of the wvelocity



at the inlet is displayed in Figure 3 for experiments

and numerical simulations. For both flow-cases, the
simulations using the Smagorinsky model are in good
agreement with experiments, especially for the ten first
modes. By contrast, the simulations with k - & show

some strong differences with experiments from the

fourth modes for the frictional case and the sixth mode
for the non-frictional case.The value of the Elder coef
ficient for the KE cases has little influence on the first
and second modes, which is coherent with the length

scale of the turbulent eddies associated to these modes
(large 2D horizontal coherent structures). In contrast,
the wvalue of the Elder coefficient has strong influence

on the next modes. For the frictional case, reducing

the Elder coefficient leads to degrading the results,
which indicates that the 30 turbulence is important

even in the first modes. For the non-frictional case,

the opposite behavior is observed, which is consistent
with the phuysics. Indeed, in the non-frictional case,

the flow is mainly driven by the horizontal geome

try leading to large horizontal turbulent eddies. By
increasing the Elder coefficient, the contribution of the
Figure 4. Sum of the mean fluctuating kinetic energy of the
ten first modes, E 16 , normalized for each flow case by
their corresponding total kinetic energy, E T . The black
area corresponds to the contribution of the first mode; the

white area corresponds to the cumulated contributions of m
=6 tom= 18; the grey areas correspond to m = 2 (dark



grey) tom =5 (lighter grey). 3D turbulence is increased
and prevents the 2D turbulence to plainly develop. It is
interesting to notice that the previous hehawviors obserwved
from the third modes are slightly inversed for the two
first modes: even though the modelled structures are 20 for
the two first modes, a 3D contribution is required for
approaching the experiments. This could represent an effect
of the shallowness induced by the low water depth for both
cases. The mean fluctuating kinetic energy distribution in
the ten first modes is then compared to the total mean
fluctuating kinetic energy of each flow-case in Figure 4.
For the frictional case, the Smagorinsky model respects the
bhest the energy distribution, while for the non-frictional
case, the Smagorinsky model and the k - & models with A= &
and ©.88 gives relatively good results. For the frictional
case, the 20 turbulence modelled by k - & is responsible
for a too strong contribution relative to the 3D
turbulence. 3.2 Temporal coefficients The temporal
coefficients calculated with Eguation 4 are represented in
Figure 5 for experiments and numerical simulations. Motice
that the first modes until at least m = 6 are
representative of coherent structures (Peltier et al.,
2a14h) and they are therefore paired (Rempfer and Fasel,
1994). As a consequence, only the temporal coefficients for
m=1, 3 and § are represented here. For the frictional
case, the amplitude and the freguency of the temporal
coefficient of the first mode (and second, since they are
paired) are the same for all simulations and they are wery
close to the experiment. From m = 3, differences appear
with the experiment and between the turhbulent closures. For
bhoth types of turbulent closures, the shape and the
freguency of the

Figure 5. Temporal coefficients of the first, third and
fifth

modes of the POD analysis.

temporal coefficients are not in good agreement with
the experiment. While with k - & models the oscilla
tions are regular during time and the amplitudes are
affected by the walue of the Elder coefficient, the fre
guency and the amplitude of the temporal coefficient

may wvary for a given mode with the Smagorinsky



model. This could indicate that in the case of a fric
tional flow, turbulent closure as little influence on the
simulation result.Viscous effects could he also respon
sible for this behavior as the Reunolds number for this
flow case is relatively low (<16,886 see in Table 17.

The wiscous effects prevent the complete dewvelopment

of the turbulence, which is not taken into account in

the simulations.

For the non-frictional case, the Smagorinsky model

and the k - & model with A= @ (NF-KE&) give rel

atively good results for the first (and second) mode.

For the following modes, only the NF-KE® case gives

good results. This result clearly confirms that the way
the 30 turbulent mixing is considered or not in the
modelling has tremendous impact on the simulation

results. Nevertheless it also confirms the dominance

of the 20 turbulence for non-frictional flows.

3.3 Spatial modes

The worticity of the spatial modes calculated with
Equation 5 is used for describing the dynamics of Figure 6.
Longitudinal profile of worticity of the first, third and
fifth spatial modes. the turbulent eddies represented by
each pair of modes, whom temporal coefficients were
presented in Figure 5. In Figure 6, the worticity along the
centerline of the reservoir (i.e. in the jet) is presented.
For the frictional case, the first mode is relatively well
represented with the Smagorinsky model and the k - & model,
when the latter accounts for the 30 turbulence (F-KE and
F-KE&.2). For the other modes, the k - & model generates

structures smaller than in the experiment. In contrast, the
Smagorinsky model enables a better description of the



modes. For the non-frictional case, what was said about the
turbulent closures for the temporal coefficients can also
bhe applied for the spatial modes: suppressing or at least
limiting the 30 turbulence enables to describe the six
first spatial modes along the reservoir centerline.
Nevertheless, just considering the worticity at the
centerline is not enough. As additional information,
lateral profiles of vorticity are displayed for the same
spatial modes in Figure 7. For both the frictional case and
the non-frictional case, the simulations using the
Smagorinsky model are in wery good agreement with
experiments. When using the k - & model, reducing the
contribution of the 30 turbulence improves the modelling of
non-frictional flows, while increasing the 3D turbulence
improves the modelling of frictional flows.

Figure 7. Lateral profiles of vorticity of the first, third
and fifth spatial modes.

4 CONCLUSION

The ability of the shallow water eguations to model
meandering flows in shallow rectangular reserwvoirs is
investigated in this article.The choice of the best turbu
lent closure is especially discussed. The first turbulent
closure uses a k - & model for modelling the 20 har
izontal eddies, and an algebraic model for accounting

for the 30 bottom-generated turbulence. The second
turbulent closure is a subgrid-scale model account

ing for the unresolved scales of the shallow water
egquations (Large Eddy Simulation-like model).

Two distinct flows in terms of friction regime were
modelled {frictional and non-frictional). The frictional
flow is mainly driven by the bottom-generated turbu

lence (3D turbulence). While the non-frictional flow

is driven by the reservoir geometry and is settled by



large horizontal turbulent eddies.

The transient behavior of the meandering flow

prevents the use of classical flow descriptors for com
paring the simulations and the experiments. A Proper
Orthogonal Decomposition of the fluctuating weloc

ity fields was therefore used for describing the flow
dynamics.

Comparisons between experiments and simulations
emphasize the importance of modelling the small

eddies for well representing meandering flows in
shallow reservoirs.

Using the subgrid-scale model give the hest results
whatever is the friction regime of the flow. HWhen
using the k - & model coupled to the Elder model with
different tuning parameter for the algebraic model,
results emphasize the wariable importance of the 3D
turbulence in the flows. The contribution of the 3D
turbulence must be decreased for non-frictional flows,
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ABSTRACT: Exchange processes occurring hetween a porous bed
and the stream flow above play an important



role in controlling the transport of contaminants and other
substances in rivers and streams. This work examines

the vertical momentum transfer occurring ahove the
roughness layer of a uniform gravel bed for three shallow

uniform turbulent flows. PIY measurements were used to
calculate the boundary shear stress wia the double

average method. The data was also used to define the
different roles of the bed shape and of the flow conditions

in controlling the momentum flux. Employing a
cross-correlation technigue it was obserwved that the bed

shape

strictly controls the spatial pattern of the momentum flux
in the zone above the hed in all three cases, and that the

flow conditions are less influential over the near-hed
momentum flux pattern for the analused flow conditions.

These initial results may be generalised to other flows,
therefore it is hoped that this study will stimulate
further

investigation on the subject.

1 INTRODUCTION

Turbulent flow over porous media is a topic with rele
vance to a number of environmental processes in rivers
and streams. In particular, transfer phenomena at the
fluid/porous interface is an important topic of research
hecause of its wide range of applications in estimating
the fluxes of dissolved organic molecules, inorganic
ions, and gases between a porous bed surface and

the overluing fluid. This is important hecause perme

able streambeds can act as sinks for harmful toxicants

and fine sediments, and can also influence oxugen



transport (Zhou and Mendoza, 1993).

It has been theorised that the migration of solutes
bhetween streams and flat gravel beds is governed by

the turbulent momentum transfer across the stream-
subsurface interface (Packman et al., 2616; Zhou and
Mendoza, 1993). Boundary shear stress 1s a measure of

the average momentum removed from a moving fluid

by a boundary, and it dictates the momentum awvailable

from the fluid to entrain, transport and deposit material
at the fluid-bed interface. This paper aims to charac
terise the spatial pattern of the momentum exchange
between a porous rough boundary and the flow in the

zone just above.

As the relative contribution of factors controlling

the spatial pattern of the momentum flux are still
unknown, it was hypothesised that it is predominantly

a function of the hed profile and the flow conditions.
This paper presents experiments carried out in a lab
oratory flume to determine any correlation hetween

these factors and the wertical momentum flux pattern. 2
THEORETICAL BACKGROUWD 2.1 Phuysical components of boundary
shear stress In order to gain a better physical insight
into the mechanisms that contribute to the overall transfer
of momentum at a g¢iven wertical location in the flow, the
velocity data was examined by decomposing the timeaveraged
variables into spatially-averaged i(denoted by angle
hrackets) and spatially fluctuating (denoted by a wawy
overbar) components, such that u” 1= u” iy +u 1,
where u i is the instantaneous velocity in the i-th

direction. The spatial fluctuations in welocity hence
result from the difference between the double-averaged U~



iy and the time-averaged u” i wvalues, u” i =u 1 - 4w 1
v, similar to the conwventional Reunolds decomposition. By
averaging over a spatial domain, the decomposition can be
used to estimate all the forces on a rough, sediment
boundary under an averaging area A4 @ . For a 20, steadu,
uniform flow over a static boundary with a wvariable
vertical porosity, the total force F b on the boundary
under area A @ can be defined as: where:

F fd and F vd are the form drag and viscous drag, p

is fluid pressure and n=n %x , ny4y , n 2z is the unit vector
normal to the surface S of the section of hed described
by the area a @ .

An important parameter in Eguation 1 is the rough

ness geometry functiond, which is defined as A f /

A B , where a4 f is the area of water in the averaging
domain at 4y and A o is the area at 4y c . This function

is a measure of the variation in the geometrical prop
erties of the boundary in all three dimensions and it
enables the influence of the surface geometry on the
momentum equation to he extended below the crests

of the roughness elements and down to the roughness
trough. This is not possible with the Reynolds eqgua
tions. The dependency of F b {and therefore boundary
shear stress) on @ in Eguation 1 proves that the double
averaging approach provides a consistent way to link

the spatially-averaged boundary shear stress to the
vertical variations in the bed surface geometry.

For the turbulent flow field above the roughness

layer, where -u™v™ =@, F fd = @ and F vd = @ and o= 1,



Equation 1 is eguivalent to that derived from the
Reynolds eqguations.

2.2 Contributions to the total fluid force

Equation 1 can be used to understand the relative
importance of the different momentum transfer mech
anisms. Over a defined plan area, A& & , hetween y w and
y Cc , the Reynolds stress in the fluid almost completely
halances the total force supplied by the fluid, i.e. the
force that is transferred from the flow above the bed
into the fluid and bed elements within the roughness
layer.

This phenomenon is due to turbulent fluid

exchange. At a very small distance asbove the rough

ness crest, the Reynolds stress begins to reduce. Here,
a small additional force caused by form-induced stress
is transferred towards the roughness trough because of
the presence of persistent vortices behind roughness
elements.

This also represents the upper effective houndary

of the roughness layer, where the flow is signifi
cantly spatially heterogeneous. In this zone, force

is transferred from the flow above by both turbu

lence and spatial heterogeneity in the time-averaged
flow. At the upper height of the roughness layer, the

total fluid force is a reflection of the total momen



tum exchange between the roughness layer and the
overlying flow. Within the roughness elements, at a

level y, there is an additional force of peS b 9d & (y c -
yl

caused by the weight of the fluid in the roughness
layer, and this causes the total force to increase.
Surface form drag and fluid forces caused by tem

poral and spatial velocity wvariation balance this addi
tional force. This introduces a major change in the

mechanisms of momentum exchange. Total force at Figure 1.
Flume overview. y, pgS b A& [{yw-yc ) +hlyc-yll, is
thus partly transferred further down by turbulent exchange
and spatial heterogeneity in the time-averaged flow, and
partly extracted by form drag with the hed surface. Within
this region, the vertical wvariation of the force
contributed by Reynolds and form-induced stress and form
drag closely resembles the change in the roughness function
f and is therefore expected to be controlled by the
geometry of the deposit. 3 EXPERIMENTAL FACILITIES AND FLOW
CONDITIONS A series of experiments was conducted in which a
range of steady, uniform shallow flows was established owver
a rough boundary in order to measure the nearbed momentum
flux. This section will describe the experimental setup,
instrumentation and measurement technigues, and the range
of flow conditions recorded. 3.1 Flume setup 3.1.1 Flow
control and bulk measurements The experiments were carried
out in a 12.6 m long, sloping rectangular flume which was
459 mm wide. The gradient of the flume was fixed at @.062.
The experimental setup is represented in Figure 1. The
magnitude of the discharge was determined using a u-tube
manometer connected to a standard orifice plate assembly
(BS5167-1, 1997). An adjustable gate was placed at the
downstream end of the flume to control the uniform flow
depth, which was measured with point gauges at either end
of the flume 3.1.2 Bed tupe and bed measurement The flume
contained a bed of well-mixed and washed river gravel,
which was scraped to a uniform thickness of d g = 58 mm
{nominal) so there were no significant topographical
features or bedforms. The gravel particles had a density of
p g = 2680 kgsm 3 and mean grain size (by mass) of d 96 =
4.4 mm. The grain size was approximately normally



distributed (Michols, 2813). To compare the momentum data
with the bed profile, the bed shape was measured via a
laser displacement sensor (LDS), Before and after the
tests, the LDS was used to measure the bed surface
elevation. The profiler was a Keuence LK-GB2 laser
displacement sensor, which is stated to he accurate to
within #8.25 pm, with a spot diameter of 45 um. Bed
elevation was recorded at a spatial resolution of 8.5 = .5
mm.

Figure 2. Diagram of camera arrangements for flow
visualisation.

To remove erroneous high or low readings in the

LDS data, a two-dimensional median filter was used,
which was 3 = 3 in size (1.5 mm = 1.5 mm). This

area 1s smaller than the grain size in order to avoid
smoothing or removal of real bed features. The bed
structure correlation and the probability density func
tion were thereby calculated. The bed data show a
hell-shaped distribution about the mean elewvation, with
a maximum elevation of around 4 mm from the mean
(Michols, 2613). The bed scans also showed that there
was no significant grain motion during the tests.

3.2 Particle Image velocimetry (PIY)

The data used to qguantify the velocity field were
recorded with a Dantec Dynamics two-dimensional
Particle Image Velocimetry (PIV) suystem, which uses

two pulsed Md:Y¥AG lasers to illuminate and wisualise

particle motion in a plane within the flow (Nichols,

2e13).



3.2.1 System setup

Figure 2 presents a diagram of the camera arrangement
for flow visualisation. A laser light sheet illuminated
a volume approximately 226 mm long in the stream

wise direction and approximately 3 mm thick in the
lateral direction. Two CCD cameras, each with an

image area of 1686 = 668 pixels, were focused on the
laser sheet and synchronised with the laser pulses. The
overlapping field of wiew of the two cameras cov

ered an area in the laser plane of 247 = 89 mm. The
resulting resolution of the images was approximately

42 pixelssmm 2 .

The seeding particles introduced into the flow to
perform the PIYV measurements were FPlascoat Talis

man 38, which have a diameter of around 158 pm

(Hunter, 2816) and a narrow particle size distribution
(FPlascoat, 2613). Being almost neutrally buoyant, with
a specific gravity of ©.99, these particles maintain sus
pension for several hours (Ylaskamp, 2611) following
the flow path representatively.

In order to reduce any light pollution in the images,
the cameras were eqguipped with narrow band-pass

filters which passed light at 532 = 2 nm; the light
ohtained was then the light reflected by the particles

only.



Each camera captured a pair of particle images sep
arated by a time delay of 1 ms at a fixed freguency of

26.9 Hz. For each measurement, images were captured for a
duration of § minutes, in order to generate a time series
of image pairs on each camera. 3.2.2 Calibration The
measured velocities were in pixelsss at spatial locations
defined in pixels, and it is more practical for further
calculation to transform them into ms/s and m respectively.
Therefore, a calibration was performed to allow the output
of the PIY analysis to be represented in real terms. The
calibration procedure involved the capturing of images of a
268 « 288 mm 2 calibration plate, which consisted of an
orthogonal grid of circular markers at known spatial
positions. For calibration, the plate was placed in the
plane of the laser, at the centre of the camera’s field of
view, immersed in water so that any refraction effects were
captured as they would be for flow conditions. Several
images were captured on each camera, and an image-model fit
was then performed using a direct linear transform to
determine the calibration constants, which are to be
applied to the raw PIY data. This type of transform is
suitable for applications such as this where any refractive
houndary (the glass wall of the flume) is planar. 3.2.3
Measuring the datum position relative to the bed It was
important to ensure that the spatial frame of reference was
the same for the PIY data and the hed elewation scan. It
was therefore necessary to determine the streamwise
position of the PIV datum relative to the hed elevation
measurements, and also the vertical distance between the
mean bed position and the PIY datum. The laser displacement
sensor was used to scan the bed surface in the plane of the
PIY laser, in order to calculate the mean hed position
relative to the LDS sensor. A multi-level target was then
measured by both the LDS sensor and the PIY cameras in
order to calculate the offset between the PIY system and
the LDS system. This procedure is described in more detail
hy MWichols (2613). This also enabled the PIY data below the
bed profile to be masked using the scanned hed profile.
3.2.4 PIVY data processing Each image pair captured by the
two PIY cameras was divided into interrogation areas of 32
= 32 plxels (with 56% overlap). This interrogation area
size corresponds to a physical area of around 4.9 = 4.9 mm,
with the overlap meaning the spatial resolution of the
measurements is around 2.5 mm in both the streamwise and
vertical directions. For each interrogation area the mean
flow vector was calculated, resulting in a wector field of
dimensions 92 = 34 vectors (247 = 89 mm 2 ). The vector
maps then underwent range wvalidation and mowving average



validation in order to correct any spurious data points
(Michols, 2613). Finally, the wector maps from the two PIV
cameras were combined to form the final wvector field. In
this way a time series of vector maps was constructed for
each of the flow conditions described in Table 1. This data
was

Table 1. Measured hydraulic conditions for gravel bed
flows. The table shows also the maximum magnitude cor

relation coefficients calculated for each flow condition.
The

functions are represented in Figure 5.The correlation
function

is non-dimensional. Bed Slope 5 @ Depth D Velocity ¥
Condition [-1 [mm] [m/s]

1 &.862 68 8.32

2 9,902 79 9.35

3 6.882 80 6.46 Equivalent Relative Correlation Roughness k
s Submergence coefficient [mm] DAk s [-]

19.16.68.30

2 9.1 7.7 8.35

3 7.4 18.8 9.25

then exported in a numerical format to allow detailed
analysis using Matlah.

3.3 Experimental conditions

A range of three flow depths from 0 = &.66 m to

.88 m was analysed (seeTahle 1).This range was cho

sen since it represents a subset of typical submergences
found in gravel hed rivers (Ferguson, 2867; Robert,

1994}, and in order to avoid strong lateral components



which can become significant when the depth exceeds
around 1-5 of the channel width (Nakagawa & Nezu,

1993). A slope of 5 & = 8.662 was set as it represents

a tupical bed slope found in gentle gradient streams
{Rosgen, 1994).

Since the depth is measured to the nearest 8.5 mm

and the flow rate to the nearest 8.5 l/s, it can be shoun
that the calculation of depth-averaged welocity, ¥, is
hence accurate to the nearest @.81 m/s.

The eguivalent roughness height, k s , for these con
ditions was determined using the Colebrook-White

equation modified for open channel flows (Barr,

1963) . This formula was used since it conveys the
physical reality that deeper flows experience a lower
resistance, and it is therefore more sensitive to the
flow conditions (by definition it characterises the resis
tance to flow) than Manning’'s eguation which gives a

more general roughness coefficient for a given phus

ical channel. The Colebrook-White eguation for open
channels is presented as:

where:

is the Darcy-Weishach friction factor, S @ is the energy
slope, g is the acceleration due to gravity and Re is the
Figure 3. Streamwise and vertical mean velocity profiles
fu, ) for flow conditions 1, 2 and 3: 5 @ = 6.662; D = 64,
78, 88 mm respectively. ¥ = 8:32; 6:35; 6:46 m/s

respectively. depth-hbased Reynolds number. This number is
calculated from the measurement of discharge and mean water



depth, which are each accurate to 4.5 l/s and 8.5 mm,
respectively. The Reynolds number is therefore computed to
two significant figures as shown in the tahles. The range
of flow depths was simulated so that the ratio of depth to
equivalent roughness height (D/k s ) waried from 6.6 to
16.8, which is within the range of relative submergence
values found in gravel bed rivers without appreciable bed
forms by Ferguson (2667). The shear velocity is used later
for nondimensionalising, but it is not shown in Table 1 for
brevity. It can be easily calculated from the depth and bed
slope data presented in 1994). as: 4 ANALYSIS 4.1 PIV data
validation In order to assess the accuracy of the processed
data, the time-and-space-averaged velocity profiles and the
turbulence intensity profiles were calculated in the
streamuise and vertical directions. For all three flow
conditions the mean wvelocities are plotted in Figure 3 in
order to visualise the shape of the profiles. To evaluate
the error in these wvalues, the profiles were first
calculated for every wertical column of PIY interrogation
areas (i.e. every spatial location in the streamuise
direction). These were then averaged to determine the
double (space and time) average. The standard dewviation of
the time average at each depthwise position was calculated
to give an indication of wvariability across the measurement
frame. This variability was never systematic (mean velocity
increasing in upstream or downstream direction for
example), but was more random, indicating that this either
represents normal measurement error or the true spatial
variation. These wvariations are represented by the error
bhars in Figure 3.This figure shows the wvertical mean
velocity being close to zero, and the streamwise velocity
increasing approaching the free surface. The streamwise
velocity also agrees with the mean velocity

Figure 4. Streamwise wvelocity defect form for flow condi

tions 1, 2 and 3: 5 @
respectively.

a.082; D = 68, 78, 88 mm

measurements of Table 1. For all the flow conditions,

the defect welocity ( Umax - U ) /U % is plotted against
the normalised depthwise location, y/sD, in Figure 4, in
order to compare it with the expected profile described

hy MNakagawa & Nezu (1993):

where U is the time-space averaged wvelocity in the



streamwise direction, U max is the maximum of the
time-space averaged velocity in the same direction,

¥ the shear velocity (see Eq. &), and k = 8.41 is the
universal VYon Karman constant. The expected profiles
match well with the experimental data.

4.2 Boundary shear stress computation

At the upper height of the roughness layer, the total
fluid force is a reflection of the total momentum
exchange between the roughness lauer and the owverly
ing flow (Cooper & Tait, 2616). Following the results
by Cooper and Tait (2e1@), the total force F b (Eg. 1)
under A @ (the averaging area) is divided hy A & and
evaluated right above the roughness tops, where the
roughness geometry function is ¢= 1:

Similarly, the walues of the boundary shear stress per
unit area T were calculated using the measurements

of the velocity in the streamwise and wvertical direc
tions. The timeand space-fluctuations of the welocity
were computed using the Reynolds decomposition

u = baru + u 7 for instantaneous variables and the
decomposition u” = {baru} + u” for time-averaged vari
ables. These values were then multiplied elementwise
in order to obtain a time series of the desired phusical

characteristic: T =-plu * v © 1 and T =—plu” “ ¥ “ +u

w7 1.

r



Mo wiscous term appears in Eguation 9 bhecause in high
Reynolds number water flows this stress is orders of

magnitude less than the turbulent stress. Figure 5. Contour
plot of the time-averaged time series of 1, which
corresponds to the momentum flux per unit time, for the
gravel bed conditions. The darkest area is the mask applied
to hide the data below the bed. The mean (in space and
time) houndary shear stress was hence calculated for all
the flow conditions. The results confirmed that the shear
stress above the roughness crest is almost entirely due to
Reynolds’ stresses. Afterwards, the time series of T was
averaged in time, ohtaining the momentum flux per unit time
at each spatial point in the flow field. 5 RESULTS Contour
plots of the momentum flux are plotted in Figure 5. The
plots show the lower 25% of the lowest flow depth over the
hed (15 mm), in order to understand the importance of the
studied scale in the area of interest. Comparing the three
images, there is a great deal of similarity, suggesting
that the flow next to the bed seems to he affected by the
bhed itself more than the flow conditions. Indeed, careful
ohservation of the momentum flux intensity shows thata
strong correlation exists among the different depths. 5.1
Cross-correlation A cross-correlation technigue was used in
order to determine whether there is a spatial correlation
bhetween the momentum flux and the bed shape. In general,
given two random vectors, a(n) and bin), the Matlab
function xcorr estimates the cross correlation seguence of
a random process, i.e. returning a vector with the
estimated covariance R™ab at a certain position m and a
vector of the lag-indices at which the cowvariance was
estimated. It is assumed for discussion that a n and

Figure 6. Detrended momentum flux and bed shape wvector,

and results of their cross correlation for condition 1, 2
and 3.

Correlation coefficients are non-dimensional.

bh n are indexed from @ to (N - 1), and R™ abh (m) from -
(M - 1) to (N - 1). This gives a measure of the similar
ity of two signals as a function of a spaceor time-lag
applied to one of them. As, in general, the correlation

function reguires normalisation to produce an accu



rate estimate, the function was set in order to return
the estimated covariance normalised by the product of
the standard deviations of the two vectors:

and similarly for m < 8.

The row of the t° matrix above the roughness tops
(located at the height of 4.7 mm) and the bed shape wec
tor were cross-correlated to determine the maximum

{or minimum, whichever has the largest magnitude)
amplitude of the spatial cross-correlation function.
The wvectors are represented along with the result of
the cross correlation in Figure 6 (note that the bed
shapes are not to scale, in order to more easily allow

comparison with the momentum flux profile). Figure 7. Cross
correlation function for the gravel bed conditions.
Correlation coefficients are non-dimensional. Figure 8.
Spectral analysis for the three flow conditions. Both the
momentum flux and the bed profile were detrended (linear
trend removed) hefore being crosscorrelated. The cross
correlation functions are plotted in Figure 7. The momentum
fluxes shown in Figure 6 exhibit a similar pattern
independently from the depth in the three flow conditions.
Therefore, a strong correlation between momentum flux and
bed shape was expected. The largest correlation
coefficients are reported in Table 1 for each flow
condition. These correlation wvalues are not negligible,
suggesting there is a link, but they are relatively low,
suggesting that the link is more complex than a direct
linear relationship between bed shape and momentum flux.
5.2 Spectral analysis In Section 5.1, the cross correlation
was calculated to identify whether the momentum flux
profile relates to the bed profile. Afterwards the power
spectra of the cross correlation functions were computed to
examine the scales at which the bed and the momentum flux
interact. The Fast Fourier Transform (FFT) of the
correlation coefficients would show any strong periodicity
in the correlations, which suggests a shared periodicity in
the two variables. In particular it was expected that there



might be grain-scale correlation and depth-scale
correlation. The ahsolute wvalue of the FFT computed for the
cross correlation functions is plotted in Figure & for
Conditions 1, 2 and 3. The wvalues of the largest peaks are
reported in Table 2 along with their spatial period.

Table 2. Amplitude (in absolute walue) of the largest peaks
calculated for the three flow conditions (Figure 8) and for

the gravel hed profile spectra (Figure 9), and corresponding

spatial periods. The wvalues of the spatial periods are the
Same.

Condition 1

Amplitude &.@758 ©.8421 ©.6319 8.6257

Spatial Period .6316 6.6438 6.8175 ©.1184

Condition 2

Amplitude 8.8737 0.0424 ©.0489 8.0268

Spatial Period ©.6316 6.6438 6.6215 ©.1184

Condition 3

Amplitude &.@568 ©.8315 ©.6385 6.6113

Spatial Period ©.6316 6.6438 6.6215 ©.1184

Bed spectra

Amplitude ©.8888 0.0618 @.0689 &.0687

Spatial Period ©.6316 6.6438 6.8175 ©.8215

Figure 9. Spectral analysis of the gravel hed profile.
The spectra show several strong length scales,

which indicates that the momentum field is somewhat
complex. Even in this case though, the spatial period
represented by the strongest peak is the same for the

three depths, 32 mm. This suggests that the depth does



not affect the spectra in a consistent way.

Although the momentum transfer pattern is appar

ently complex for the gravel bed, the cross correlation
functions shown in Figure 8 look similar for the three
depths, suggesting again that the bed shape is control
ling the momentum flux rather than the flow Reynolds
number.

These functions are in some way periodic, ewven if

there is more than one dominant period, as confirmed

by the resulting spectra. If the bed was truly randomly
organised then the only observed periodicity should
occur at the grain scale. In order to understand whether
there is a periodicity characterising the hed profile,
its auto-correlation function was computed and then

the spectrum of the auto-correlation coefficients was
calculated (see Figure 9).

The absolute walue of the first four peaks is reported
in Table 2 along with their spatial periods. It is inter
esting to note that the spatial periods correspond to
the ones calculated for the cross-correlation func

tion between the gravel bed and the momentum flux.
Hence, it seems that the bed contains some spatial
coherence beyond the grain scale, and thereby strongly
controls the momentum flux with the overlying flow,
independently from the flow conditions. To explain the

maximum dominant scale at 44 mm, a hypothesis could be the
interaction of the subsurface flows within the hed



structure (which was approximately 56 mm thick) with the
upward and downward flux of fluid. If this is the case,
subsurface flows may behave in a similar way to secondary
flows - forming cells with the same scale both horizontally
and wvertically. It could be possible then, that the
horizontal scale is limited by the wertical scale which
itself is limited by the thickness of the hed layer (d g =
56 mm). & CONCLUSIONS A series of experiments was carried
out in a tilting rectangular laboratory flume in order to
investigate the momentum transfer between a turbulent flow
and a porous bed. In particular, the goal of this study was
to guantify and compare the spatial pattern of the momentum
flux with the spatial pattern of the bed, and to calculate
the scale of the phenomenon. Three flow conditions were
selected for this study. It is believed that for turbulent
shallow flows the momentum transfer occurring between the
bed and the overlying flow is predominantly controlled by
the bed shape and the bed particles. This is found to be
true for the case of a gravel bed, characterised by a
random distribution of particles. It is clear that
additional work will be reguired before a complete
understanding of this phenomenon occurs, especially
providing more detailed measurements in the zone examined
in this paper. The experimental setup described in Section
3 could be set to get a better insight on the 28% of the
flow depth right above the bed. Then it might be possible
to examine the role of the bed structure in
threedimensional flow characteristics, in order to confirm
the results described so far. The cross-correlation
functions between the nearbed momentum flux and the
physical bed profile were characterised hy the same periods
independently from the flow depth, suggesting that the flow
conditions did not significantly affect the organisation of
the momentum flux. The disorganised grawvel bed shape
contains more than one dominant length-scale, but there is
not a dominant spatial period coincident with the diameter
of the bed particles (d 56 ). It is of note that the
spectra of the momentum flux have the same periodicity that
is presented by the hed structure. Therefore, it is
suggested that the shape of the bed and the individual
particles control the momentum transfer hetween the bed and
the overluying fluid rather than the flow conditions. It was
also found that the dominant length scale in the momentum
flux may be governed by flow cells within the gravel bed,
and thereby relate to the bed thickness. This is true for
the range of flow conditions examined in this study. In
conclusion it is hoped that this work will stimulate
further investigation in this field.
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Water as a renewable energy

Effects of changes in flow velocity on the phytobenthic
hiofilm below

a small scale low head hydropower scheme
L.0'kKeefe & S. Ilic

Lancaster Environment Centre, Lancaster University,
Lancaster, UK

ABSTRACT: This study presents a spatial analuysis of
physical and biotic river conditions below a low head

hydro scheme in the River Goyt, UK. The owverall aim was to
assess whether changes in localized hydrological

features, introduced by low head hydro, affect phytobenthic
bhiomass. Single point and profile measurements of

flow velocity and velocity vectors, elevation, depth and
biofilm biomass were mapped. Results showed ewvidence

of high flow velocity on the hydro side of the river and
low flow velocity on the non-hydro side of the river.

A number of distinct hydrological and morphological
features were defined. Biofilm biomass appeared lower

on the hydro side of the channel but no ohvious
relationship with flow velocity was obserwved. Future

analuysis

will include evaluation of phytobenthic species on either
side of the river channel and an investigation into the

combined effects of a number of variables on phytobenthic
hiomass.

1 INTRODUCTIOM

In recent years (20689-2015) there has been renewed
interest in hydropower in the UK (Demars and Britton,
26811 Robson et al., 2811, Anderson et al., 2814).

This directly corresponds to renewable energy targets



(Fraser et al., 2815), technology advances (Bracken
and Lucas, 2811) and financial incentives (Fraser

et al., 2815). Namely the UK’s target to produce 15%
of its energy from renewables by 2626, new energy
efficient turbines like the Archimedes Screw Turbine
and the Feed in Tariff which provides payments to
owners of renewable schemes hased on the amount of

electricity sold to the national grid (Fraser et al.,
2615). Current trends in hydropower applications suggest

that the most popular schemes in England are low head
designs where the height difference between the intake
and outlet is less than 5 meters and where the turbine
is situated directly on top of or directly adjacent to
an existing weir (Fraser et al., 2615) 2615). The main
focus of this paper is on low head hydro and from this
point on the different layouts will be referred to as
‘on weir’ and ‘by weir’ schemes respectively. Figure 1
displays a schematic diagram of the two different lay
outs for ‘on weir’ hydro where the turbine is situated
directly on top of a weir and ‘by weir’where the turbine

is situated directly adjacent to a weir. Unfortunately
understandings of the aguatic impli

cations of low head hydro has not kept pace with the
recent rise in the number of development proposals and
even though it has heen suggested that low head hudro

is “environmentally benign” (Paish, 2682) there is a



huge lack of evidence awvailable to support this claim
Figure 1. Schematic diagram of low head hydropower designs
for ‘on weir’ and ‘by weir’ hydro respectively (adapted
from EA, 2613). (Robson et al., 2611 and Anderson et al.,
2614). There is an urgent need to conduct detailed
investigations to develop current understandings (Robson et
al., 2811). To date review studies have derived the
potential implications from the relatively well known
impacts of high head schemes. Conclusions are often based
on expert opinion rather than experimental data and the
impact of the weir alone is tupically separated from the
additional impacts of the scheme (Anderson et al., 2614).As
schemes are often installed on existing weirs understanding
the impacts of the weir on natural

river conditions is crucial. The hydrological, morpho
logical and biotic impacts of weirs are relatively well
researched but the additional impacts or added benefits

of the scheme are still uncertain.

HWeir structures by their very nature can change nat

ural river conditions. They can create a weir pond

directly above the weir and a scour pool directly below
the weir. This paper is concerned with the area directly
bhelow the weir where the cascading water erodes the

river bed and banks. This area tupically consists of a
deep, wide pool with high energuy, complex flow and a
mid-channel island or tail riffle were the hed material is
deposited as energy in the flow decreases (Mould et al.,
2615). This area is often associated with specialized
aguatic communities adapt to the complex environ

ments. In line with the Environment Agency (Mould

et al., 2615) this whole area will be referred to as the

weir pool from herein.



Adding a scheme to a weir could cause changes

in the weir pool environment. Robson et al., (2811)
suggests that by changing the distribution of flow a
scheme might cause changes in energy dissipation,

flow pattern, morphology and aguatic communities.

A modelling study conducted by the Environment

Agency (Mould et al., 2815) supports this theory sug
gesting that there could be changes in the spatial
variation of flow velocities and depths. Although they
do conclude that such changes are unlikely to alter
habitats.

A case study at Romney Weir on the River Thames
revealed higher flow wvelocities along the river bank
closest to the turbine and lower velocities on the
opposite side of the river up to 26 meters heyond

the structure (Mould et al., 2815). In this particular
instance the Environment Agency (Mould et al., 2615)
concluded that the changes in flow were not “eco
logically significant™ but such conclusions are based
on expert opinion and species preference rather than
ohserved evidence. In-situ biotic investigations need to
be carried out before such claims can he accepted. Dif
ferent communities could potentially develop either
side of the river, especially sessile henthic com

munities, like the phytobenthos which are unable



to move. Particular changes in communities might occur
were the flow from the main river channel and turhbine
outlet collides. There could be changes in hydrological
and morphological features which in turn could alter
hiotic communities. Similarities can be drawn to the
interface of two flows at river confluences and trib
utaries. However this is most likely to occur at ‘hy
weir’ schemes where the flow is diverted through a
turbine forebay, a small channel in which the turbine
is situated. Where the water is discharged back into
the main river channel and the two flows collide any
of the following features could occur;

1. Stagnation at the upstream junction corner between the
outlet and main channel,

2. Mixing, development of shear layers and scouring of
benthic communities where the two flows combine, accelerate
and scour the river hed, 3. Separated flow below the
downstream outlet channel junction corner and bar
formation, 4. Deflection where the flows collide and change
path, 5. Advanced recovery downstream (adapted from
Szupiany et al., 2869). Further morphological changes could
occur were the sediment that would have huilt up behind the
weir will pass through the turbine forebay. This suggested
hy Anderson et al., (2614) and has been named the draw down
effect. This study will explore the potential aguatic
implications of a low head ‘by weir’ schemes in a bid to
improve knowledge and understandings, update and improve
empirical evidence and to inform scheme designs to reduce
their impact on the environment. The main motivation is to
identify distinct hydrological, morphological and biotic
features which could be attributed to the scheme. 2 METHODS
A two stage field campaign was designed in order to
understand the hydrological, morphological and biotic
features below a low head ‘hy weir’ scheme. The first stage
involved a spatial survey aimed at mapping single point
measurements of flow velocity, bed elevation and



phytobenthic biomass. The phytobenthic community was chosen
as a study species as it has many attributes which make it
well suited to bhiomonitoring (Law, 2611). The phytobenthic
community is easy to measure, collect, handle and store.
Being sessile it is likely to change in response to changes
created by the hydro scheme. Sitting at the base of the
food web changes in its biomass will hawve far reaching
effects on the rest of the food chain. High flow velocity
and shear stress are often associated with scouring of the
biofilm and reduced hiomass. High flow wvelocity can roll
cobbles and boulders and cause the phytohenthos to become
detached (Law, 2611). The second stage involved stationary
Acoustic Doppler Current Profiler (ADCP) measurements and
species analysis of samples collected from the near and far
side hydro river banks. This paper presents results from
the single point measurements and an initial analusis of
the ADCF measurements. 2.1 Study site The field campaign
was conducted in the River Goyt, UK, below Stockport Hydro
(5J936789441) . Stockport Hydro was installed in 2611 and
bhecame operational in October 2612, The scheme is a low
head ‘by weir’ scheme and consists of twin Archimedes Screw
Turbines and a fish pass. The scheme has a “Hands Off
Level” (HOF) of 6cm which means that the scheme can divert
166% of the flow as long as 6cm is maintained on the weir
crest. Stockport Hydro monitors the abstraction rate of the
scheme and records the level on the weir every 15 minutes.
This data was utilized during

Figure 2. Survey design for assessing the aguatic implica
tions of a low head ‘by weir’hydro scheme on the River Goyt,
K (57936789441) were dashed lines represent concrete

structures, crosses display the locations of measurements
and

diagrams a) and h) represent the spot point measurements and
flow profile measurements respectively.

the field campaign. It must be noted that only one

turbine was operational during data collection. This

turbine was closest to fish pass on the hydro-side river
hank. The site has a well-defined island in the middle

of the river covered in wvegetation and a number of



permeable concrete structures on the far side river
hank (non-hydro side).The concrete structures are rep
resented by dashed lines in Figure 2. The concrete

structures were not installed as part of the scheme. Figure
2 shows the outline of the area surveyed. The

turbines sit in the small channel adjacent to the main
channel known as the turbine forebay. The outlet is the
point where this channel meets the main river channel
and were the water is discharged back into the main
river. The flow from the weir flows down the channel
towards the mid-channel island.

2.2 Single point measurements

The field campaign was split over two days in low flow
conditions to cover as much as the localized areas as
possible. On 24th August 2815 an extensive spatial
survey was conducted over a 6 hour period. Figure 2a)
shows the points were near bed flow velocity (5 cm
from hed) was measured using a Valeport Electromag
netic Flow Meter (EMF), bed elevation was measured
using aTrimble RTK GPS, depth was measured using a
simple rigid meter rule and phytobenthic hiomass was
measured using the bhe moldeanke BenthoTorch an in

situ fluorometry device. Measurements were recorded

in as many points as possible. Deep areas and areas sur

rounding concrete structures and large houlders were



often difficult to measure meaning that some areas
were not sampled. Following River Habitats Surwvey
descriptors (Rawven et al., 1998) a wvisual representa
tion of habitats was sketched onto an aerial image of

the site. Figure 3. Interpolated plot of the single point
flow velocity measurements below Stockport Hydro
(5J936789441). 2.3 Flow profile measurements On 16th
September 2615 velocity profiles where measured at the near
and far side river bank (hydro side and non-hydro side)
using an Acoustic Doppler Current Profiler (ADCP) anchored
in stationary positions for § minute time periods. Figure
2h) is a schematic diagram of the points where the ADCP was
anchored. An attempt was made to collect an even amount of
profiles on the hydro and non-huydro side of the island.
Measurement locations were often dictated by depth as the
ADCP needs a minimum sampling depth of 26 cm. 2.4 Data
analysis Spatial survey data including near bed flow
velocities, bed elevation, depth and phytohbenthic biomass
was interpolated using kriging methods in Surfer Software.
Habitat sketches were transferred from sketches to shape
files in Surfer Software. Linear regression was used to
explore the relationship between phytobenthic biomass and
flow velocity. ACDP measurements were averaged over depth
and time and interpolated using kriging methods in Surfer
Software. velocity vectors were layered on top of the
surface plot to display direction of flow. Surface plots
were annotated to define and display distinct hydrological
and morphological features. 3 RESULTS 3.1 Single point
measurements For the single point measurements the level on
the weir remained at 6cm and the abstraction rate was 1.11
ma3ss .82 m3 ss. The distribution of measured flow
velocities is shown in Figure 3. Areas of high flow
velocity are found hetween the hydro side deposit

Figure 4. Interpolated plot of the single point depth mea
surements helow Stockport Hudro (S5J936789441).

Figure 5. Interpolated plot of the single point bio

film biomass measurements below Stockport Hydro
(5J936789441) .

and the river bank, hetween the bank deposit and Mid



channel Island, and hetween the non-hydro side deposit
and concrete structure (Figure 3). Lower velocities are
typically recorded on the non-huydro side of the river
(Figure 3) except velocities helow the second concrete
structure. Figure 4 shows the measured water depths

clearly indicating zones of erosion and deposition. Figure
5 shows phytobenthic biofilm biomass.

Biomass appears lower on the huydro side of the
river (Figure 5). Linear regression plots show down

ward trends in biofilm biomass as welocity increases Figure
6. Interpolated plot of the single point elewvation
measurements below Stockport Hydro (57936789441). (Figure
9) Low R-sguared walues do not support linear regression
patterns. Figure 6 shows the interpolated Ordinance Survey
elevations where dashed lines represent deposits. The
elevation plot shows distinct morphological features
including erosion and deposition. The island has the
highest elevation with measurements up to 54.7 m.The bank
deposit, hudro side and non-hydro side deposits have
similar elevations. A pool from below the weir extends just
above the island (Figure 6).An area of low elevation (high
water depth) is ewvident in the turbine forebay. Figure 7
displays habitat sketches from below Stockport Hudro.
Distinct huydrological and morphological features are
evident. A weir pool extends towards a g¢lide on the
non-hydro side of the river. An area of stagnation is
visible at the upstream junction corner of the outlet.én
area of separated flow is visible at the downstream
Jjunction corner of the outlet. There is an area of
separated flow adjacent to the huydro side deposit at the
point where the water from the outlet is discharged back
into the main channel. A run extends from the outlet of the
hydro scheme towards the end of the island. Riffles extend
from the bank deposit on the huydro side of the river and
from below the mid-channel island. Glides and pools form
the majority of the area on the non-hydro side of the
river. A run extends from the first concrete structure on
the non-huydro side of the river, beyond the second concrete
structure towards the island. Riffles are evident hetuween
hoth deposits on the hydro side and non-hydro-side of the
river and the mid-channel island. 3.2 Flow profile
measurements For the flow profile measurements the level on



the weir remained at 6cm and the abstraction rate was
Figure 7. Habitat sketches from below Stockport Hudro
(5J936789441) hased on RHS descriptors.

Figure 8. Annotated interpolated plot of measured flow
velocity helow Stockport Hydro (SJ936789441) using the
ADCP.

1.66 m3 /5 3,63 m 3 /s. Interpolated plots reveal areas
of distinct hydrological and morphological features
Figure 8). Separation is evident between the outlets
downstream junction corner and the bank deposit (Fig

ure 8).Another area of separation is ewvident at adjacent
to the hudro-side deposit extending into the outlet.
Deflection is evident (Figure 8) where the two flows

collide. Deflection is also recorded on the non-huydro side
of the river on the opposite side of the midchannel island.
A bar was evident helow an area of separation at the
outlet.Acceleration occurred between the hydro side deposit
and the bank and where the channel narrowed hetween the
hank deposit and midchannel island (Figure 8). Acceleration
and deflection was evident between the non-hydro-side river
bhank and deposit. Lower welocities were wisible on the
nonhydro side of the channel compared to the hydro-side of
the channel just as in single point measurements. 4
DISCUSSION The measurements showed a difference between
flow velocity and water depth, and to some lewvel biofilm
biomass on the hydro and non-huydro side of the river. High
flow velocities towards the hydro bank supports the
Environment Agencies (Mould et al., 2615) findings at
Romney HWeir in the River Thames were higher welocities were
found on the hydro-side of the channel and lower velocities
were recorded on the on the non-huydro side of the channel.
There is also clear evidence of distinct hydrological and
morphological features tupically attributed to the
collision of two flows (Figure 3, Figure 7 and Figure 8).
Habitat sketches display an area of stagnation at the
upstream outlet junction corner (Figure 7). Stagnation is
often recorded at the upstream junction corner at



confluences (Szuipany et al., 2689) and as such is
potentially related to the scheme. Separated flow is
evident at the point where the two flows collide. There is
clear evidence of a deposit below this area of separation
(Figure 3, Figure 7 and Figure 8). It is possible that this
deposit is a result of sediment passing through the turbine
channel from upstream. This would match the draw down
theory presented by Anderson et al., (2814). As the flow
separates and the velocity reduces in the separation zone
the material is potentially deposited. A second area of
separated flow is evident at the downstream junction corner
of the outlet (Figure 3, Figure 7 and Figure 8). This is
another feature which is typically found were one channel
meets another (Szuipany et al., 2869) and as such is
potentially related to the flow discharging from the
outlet. Below this area of separated flow is a bank
deposit. Bank deposits are typically associated with the
area of separation at confluence channels and as such could
bhe related to the outlet of the hydro scheme. Figure 8
shows deflection of flow in the main river channel at the
point where the outlet discharges water. This deflection is
likely to have been caused by the hydro scheme.This is a
feature which is typically associated with the interface of
two flows (Szuipany et al., 2669). It must also heen noted
that the highest velocities are found at the points were
the channel narrows (Figure 3 and Figure 8). There are
areas of high velocity on both sides of the channel
although the hydro side of the channel typically has the
highest overall wvelocity.

Figure 9. Correlation between single point flow velocity
and biofilm biomass below Stockport Huydro (SJ936789441).
High wvelocities are ewvident between the hydro deposit
and the river bank, the bank bar and the island and the
non-hydro side deposit and concrete structure (Fig

ure 3 and Figure 8). This is not surprising considering
that acceleration is typically associated with channel
narrowing.

The main morphological features, the scour pool

and the mid channel island, are features typically asso



ciated with the aguatic environment below weirs. The
water which cascades owver the weir causes scouring of

the river bed often creating a large scour pool (Mould

et al., 2615). HWere the energy in the flow is reduced the
scoured material is often deposited forming an island

or bar (Mould et al., 2815).This suggests that the scour
pool and mid-channel island found below Stockport

Hydro was a feature in the channel before the scheme

was installed. Figure 5 shows biofilm biomass below
Stockport

hydro. HWhile there appears to be lower biomass on

the hydro-side of the river, which in theory could be
related to the scouring effect of the high flows from
outlet (Law, 2611), there is no relationship between
hiofilm biomass and flow velocity (Figure 9).The phy
tobenthic biofilm can change according to a number

of wariables including depth, flow velocity, predation,
light penetration, temperature and pH (Law, 2811).

An investigation into the combined effects of a num
bher of variables might yield better results and will
bhe considered in future analusis. Egually analysis of
communities’ on the hydro and non-hydro side of

the river will be carried out to determine if changes
in flow distribution cause ecologically significant
impacts.

5 CONCLUSIONS



Spatial surveys have heen used to identify hydrolog
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ABSTRACT: In Romania, at the end of the communist era, the
hydropower schemes were owver dimensioned

in terms of installed capacity, hence in hydraulic
structures and eqguipment as well. Today, more than 186
small

hydropower plants (hydropower plants with installed
capacity less than or equal to 18 MW) must be refurbished

until the end of 2816 in order to benefit from the E-RES
support system. According to the existing regulations,

the refurbished SHPPs receive 2 green certificates per MWh
produced, which can he sold for more than 27 Euros

each. This is the only chance for these plants to become
profitable. The existing hydropower schemes must be



analysed so as to determine whether they were adeguately
dimensioned and whether the river sector was fully

developed. In order to use the existing assets as much as
possible, to fully develop the partially developed river

sectors and to correct the deliberate designing errors, new
concepts must be applied for the refurbishment stage.

The paper presents some of these concepts and case studies
for illustration.

1 INTRODUCTIOM

From historical perspective, Romanian hydropower
hegins with small plants (SHPPs). The first SHFPP,
built in the last part of the nineteenth century, had an
installed capacity below 1 HMW; it was used as local
power supply, being eqguipped with Automatic Speed
Regulators, even for capacities below 166 kKW, and,
freguently, with Automatic voltage Regulators, in the
absence of a Mational Power Grid. The adopted devel
opment schemes solutions were mainly run of river and
they functioned on the flowing river as there were few
ponds. At the end of year 1988 there were 19 SHPPs
having a total installed capacity of 4.115 MW and an

average energy output of about 16.26 GWh/syear. In 1956, 115
SHPPs are registered having a total

installed capacity of ahout 22 MW and an average out
put of about 98 GWh/year. They were economic units

of small dimensions.

The first electrification plan of the country recorded

the realization of a powerful network of large



hydropower plants (HPPs) as well as a large number of
SHPPs connected to the national power grid through
local networks. Today, the majority of these SHPPs
are decommissioned hecause the development of the
national power grid has led to the giving up of their
modernization and owverhaul.

A wery important period, called the national capi
talization program for the small hydropower potential

in Romania, will be described in a later paragraph,
includes the ninth decade of the past century when a vast
and coherent program was applied to this sector. The events
at the end of 1989, the changing of the communist regime
with a capitalist one, practically marked the cessation of
this program. Only sporadic commissioning of such tupe of
power objectives (hegun before 1996) was seen until 2866,
The last important period started in the year 2886 and
represents a significant gualitative improvement in the
conceptual approach to SHPPs complex issues in the new
context of the market economy and in the technical
solutions adopted for construction and electromechanical
equipments. At the end of the communist era, Romania had
overdimensioned hydropower schemes (installed capacitu,
hydraulic structures and eguipment). An energy sector
overview in Romania, with the support scheme for RES
(RES-E) produced electricity, as well as the situation of
RES energy potential, 2611 RES-E production, share of
RES-based plants in the total energy mix in 2618, the RES-E
produced by hydropower plants in 2616, they all are
presented in Colesca & Ciocoiu (2613). Mandatory national
targets for the energy share from renewable sources in the
final energy consumption for year 2626 in Romania is 24%.
According to Romanian legislation, a SHPP is considered a
hydropower plant if it has the installed capacity of
maximum 16 MH; refurbished SHPPs receive 2 green
certificates per MWh produced, which can he sold for more
than 27 Euros each. At the end of 2615 (Popa, in prep.,
Transelectrica,

2616) there were 386 SHPPs, with installed capacity

of 585 MW and mean annual electricity production of



about 2TWh. Today, more than 188 SHPPs must be refurbished
and rehabilitated until the end of 2816, in order to
henefit from the E-RES support sustem. It is the only

chance for these plants to become profitable. The existing
hydropower schemes must be anal

ysed so as to determine whether they were adeguately
dimensioned and whether the river sector was fully
developed. In order to use the existing assets as much
as possible, to fully develop the partially developed
river sectors and to correct the deliberate design

ing errors, new concepts must be applied for the

refurbishment stage. The main subject of this paper is to
present current

concepts and technical solutions to be applied to the
existing SHPFP schemes and study cases.

2 BIBLINGRAPHICAL SURVEY

Many scientific papers have been written on the sub
ject of new concepts for small hydropower (SHP)
schemes in the world, from the perspectives of the
design, site, mechanical or electrical equipment, and
even operation. Such papers address either the newly
developed SHPPs or the ones that are to he refurbished
or rehabilitated. Under all circumstances, those new
concepts must take into account the latest research
and development (R & D) adwvancements in the related

domain and also the policy on renewasble energy



sources (RES) in the country where the development

is performed. Regarding SHP potential and the possible
further

development of SHPPs in different countries, there
are papers that show the distribution of the SHP
resource in the world (Ellabban et al. 2614). These
papers also address aspects as power electronics and
facilities of smart grids for connection to new RES
hased plants. Sternberg (2616) shows the importance

of hydropower all over the world in terms of resource,
instrument of change, enwvironment, geopolitics and

future development. To have an idea on how countries with
huge

hydropower potential and development regard the
present and the sustainable future development in a
world looking for environment care and protection,
papers as kong et al. (2615) for China, HWestin et al.

(2614} for Brazil can be consulted. 0Other papers, as Lehner
et al. (2613), are dedi

cated to the state of the art of huydropower in Europe,
with emphasis on aspects such as: already developed
hydropower potential, ewvaluation of gross hydropower
potential, without taking into account the climate
change, and using the WaterGAP model, stating that

the evaluation of other types of potentials reguires

additional data and information. With regard to a specific
European country profile



on SHPPs, many papers are dedicated to presentations

of the potential, policy, and development, such as:
kKaldellis (28@86) for Greece, Montes et al. (2865) for
Spain, Ostojic et al. (2913) and Panic’ et al. (2013) for
Serbia, Stritih et al. (2668) for Slovenia, Zimny et al.
(2613) for Poland, in a more complex approach, i.e. in the
framework of showing directions in hydropower development
worldwide and in Europe for the period 1995-2611. Papers as
Paish (2662) and Okot (2613) on technologies should he
cited, as they presented a review and the current status of
small hydropower development schemes and technologies.
Kumar & Singal (2815a) analyse problems related to SHPPs
operation and maintenance from turbines perspective. After
presenting different types of turbines, they introduced
some operational problems as: cavitation, erosion, fatigue,
material defects.They also presented suggestions for
remedial measures. A comprehensive literature review on
refurbishment and rehabilitation of hydropower plants was
performed by Rahi & Chandel (2615). Loots et al. (2615)
reviewed the technologies that exist in South Africa for
low head SHPPs. They also addressed possible applications
for existing dams, rivers and irrigation sustems,
industrial and urban discharge, storm water systems and
water distribution networks. Kusakana (2614) presented
other innovative technologies which could be applied in
South Africa to enahle SHPPs development in terms of costs
and reliability, as a wiable option for rural
electrification.The survey of technologies regarded:
penstocks, turbines, kinetic devices, generators and
controllers. In conclusion, certain guidelines were
elaborated for selecting adeguate design and eguipment. Yu
& ¥u (2816) studied a problem that relates to hoth existing
and prospective hydropower plants, the problem of the
so-called environmental or ecological flow. Issues
addressed in this paper include the compensation flow, the
achievement modes, the existing mechanisms and the future
trends. Other topics are related to SHPPs integration into
existing huydro-technical sustems: Almeida et al. (2&11)
described a project for the integration of a SHPF into a
multi-purpose dam bridge. HManders et al. (2616) showed SHPP
bhuilders’issues and strategies for developments in the
Netherlands. They presented case studies which addressed
subjects like location, fish passes, stakeholders’
interest, political support and public perceptions. Many
papers analyse and evaluate the design of a new SHPP or on
the verification of the appropriate dimensioning for
existing SHPFP so as to determine refurbishment andsor
rehabilitation necessities. Many recent articles deal with



SHPPs issues from technical and economic angles:
optimization for location selection, dewvelopment scheme
design, electromechanical eguipment options, optimization
of operation and grid integration. Mishra et al. (2811)
made a research review on aspects of optimal SHPPs
installation: technology, simulation models, economic
analysis and costs. Regarding site selection, Rojanamon et
al. (z6a9)

applied the geographical information system (GIS)

taking into account the technical, economic, environ
mental and social criteria. Kumar & Singal (2@15h)
applied the Multiple Attribute Decision Making

(MADM) method for assessing some existing SHPPs

in order to select the hest operating one. Sachdev et al.
(2615) made a hibliographical sur

vey on SHPPs analysis and evaluation, touching

aspects like: development, design, distributed gener
ation, mathematical modelling of SHPPs, technical
analysis and economics, as well as control.

Ardizzon et al. (2614) presented a new generation

of SHPPs together with pumped storage plants (PSPs),
addressing issues like: optimal sizing, wvariable-speed
technology, optimal operating strategies, computa
tional fluid dynamics (CFD) as tool for improving
mechanical eguipment performances and for design

ing new runners for rehabilitating old plants. Ogavar &
Vidal (2669) determined costs of SHPP

turbines and generators in different alternatives. In a
more comprehensive manner, Ogayar et al.

(2669) performed an analysis of the cost reguired hy



SHPPs refurbishment. The addressed issues related to
hydro-technical works: dam, intake, pipeline (chan

nel, tunnel, forced), forebay, penstock (steel or glass
reinforced pipe - GRP), powerhouse and the electrao
mechanical eguipment, protection, regulation and con
trol as well as network connection and the transmis
sion line.

3 FAULTS IW SHPP DEVELOPMENT

3.1 The national capitalization program for the small
hydropower potential in Romania

SHP potential in Romania is significant. In part, it
was already used, but incorrectly or insufficiently ex
ploited because of the technical, economic and politi
cal constraints of the ’86s. After changing the political
regime, this situation raised problems in defining and
updating concepts and technical solutions intended to
improve the capitalization of the useful potential of
those rivers, already developed for hydropower, and to
streamline the existing SHPPs.

A wast capitalization program for the small hydro
power potential in Romania was initiated at the begin
ning of the ’86s by constructing SHPPs connected to
the existing @.4 k¥ and 26 k¥ networks. Unfortunatelu,
this program had the same centralized character as the
political system of the country at the time.

fs a result, the estahlishment and the parameter



ization of future SHPPs locations, defining arrange
ment solutions and designing constructions as well

as electromechanical equipment, suffered from those
constraints imposed by the mandatory standardization
in the most limited number of options.

To address this issue, the Institute for Hydropower
Studies and Designs (IHSD, today ISPH Project
Development) was designated to coordinate the
identification of the dewvelopable hydropower potential

and of the locations fitting the pre-estahlished criteria;
it elaborated a ‘Catalogue of Projects and Constructive
Type Solutions’. Similarly, coordinated by Resita Machines
Construction Plant which manufactured power machines and
equipment, a limited number of standardized hydropower
units (HPUs), turbines and generators were designed and
produced. A function of location parameters, eguipping
these SHPPs was established in “The Selection Diagram for
Microturbines®, jointly elaborated by the two coordinating
entities. In practice, this faulty conceptual approach led
to identification and incomplete capitalization of SHP
potential hoth guantitatively (reduced sectors of water
flows) and gualitatively (diminished power productions
especially due to reduced efficiency and reduced number of
operation hours in the hydropower units). Besides the
technical disadvantage stemming from standardization
constraints, we also have the imperative of meeting certain
imposed technical and economic indicators, formally
achieved using some overeguipping coefficients justified by
the aspect of the flow duration curves (FDC). In this wau,
the difference between the calculated wvalues and the real
data subseqguently obtained by the actual hydropower
ohjectives increased ewven more. Without 2oing into
statistical details, we need to point to the fact that the
electrical power production obtained in the almost 2eé SHPP
built in this program, achieved, on average, less than 76%
of its project walue during the first years of operation
and followed a constantly descending trend afterwards. The
analysis of each SHPP shows significant differences, from
166% achievement of project electricity production to 26%,
which results in the decommissioning of the plant in a wery



short time. 3.2 Rules for standardization Selection of
SHPPs arrangement pattern and building solutions was
accompanied by recommendations on project frameworks
adaptation (via technical execution documentation)to the
actual conditions on the sites approved hy geologists for
the general stability of the location in point of
foundation conditions. Straight areas of river bed, as
narrow as possible, were preferred for the intake of the
hydropower development (HPD) with tall shores. The
mandatory location for the intake was on the convex shore
of the river bed. Rocky foundations were preferred and
damming works on the shores were executed when the
elevation of the shores was less than +4 m. The chosen
location had to allow the application of one of the four
solution frameworks presented in the catalogue: two rigid
solutions for rocky terrains and two elastic solutions for
non rocky terrains. The HPD solution included a mandatory
head pond whose purpose was to ensure turbines operation at
the installed flow lewel therefore, at the optimum
efficiency level. The following rules were imposed for
ponds: The active capacity allows the operation of a unit
for at least half an hour at the installed flow. The chosen
location is situated outside the river bed,

in an area not affected by floods, as close to the intake
as possible. The chosen location has a favourable con
figuration of the terrain (stretching) that allows the

achievement of the necessary water wolume. The damming
solution is imposed in alluvial ter

rains with slopes less than 28%. The stone masonry

solution is imposed for rocky terrains with slopes less
than 38%. According to local conditions, to ewvacuate the
deposits from the pond, washing and evacuation eguip

ment is provided. As an alternative, the dry ewvacuation
method (digging and transport) can be used to evacuate

the deposits. Three constructive solutions were imposed for
diversions: free flow channel, penstocks (pressurized

pipes), and the mixed solution. The free flow channel was



considered the hasic solu
tion. Penstock adaptation needed justifications and
economic efficiency calculations fitting the situation

into one of the 5 cases presented in detail. The
construction solution for projects type with

shore canals was clay or stone. The building solution

for pressurized pipes was the concrete pipe. As far as the
route is concerned, the location was

chosen to be along the existing valley road, away from
the action of floods or landslides, without affecting

agricultural and forest lands. The solutions chosen for the
powerhouse had to he

consistent with the approved projects. As far as eqguip
ping is concerned, as a general rule, the installation of
a single hydropower unit (HPU) was imposed for the

corresponding projects types presented. The eguipping with
multiple HPUs was admitted in

well-defined cases, as follows:

- the installed power (capacity) exceeded the capacity of
the largest HPU indicated in a certain “Selection Diagram
for Micro-turbines™;

- the head pond could not be done and, hased on power and
economic calculations, two or more units of unegual power
(143 and 2/3 from the total installed capacity of the HPP)
were imposed. The wverification of the head splitting option
was

imposed for either exception so that more power plants

equipped with a single HPU were obtained. Thus, all the
SHPPs built in the 86s were affected

by dimensioning and design faults. In 2662, enforcing GD
554 (2882), 279 HFPs total



izing an installed capacity (Pi) of 451 MW (Table 1)
were included in the patrimony of Hidroelectrica,
which was put in charge of preparing the task book

and selling them by public auction. The designed energy
output for those HPPs is

1328 GHh/year, with a mean of 2945 hs/year duration
of installed capacity use, which places them among

peaking power plants. Borbely (2616) presents the phases in
which a part

of the SHPPs were sold. Thus, 87 of them were sold
hetween 2664 and 2868 and 36 were sold between

2613 and 2815. In the forthcoming period, 26 SHPPs Table 1.
HPPs included in the patrimony of Hidroelectrica in order
to be sold. Number Pi Pi per SHPP (MW) - [MH] Pi below 1 MH
187 82 Pi between 1 and 16 MW 83 249 Pi above 16 MW 9 126
Total 279 451 grouped in 14 packages of assets are expected
to be available for sale, totalling 16.5 MW installed
capacity and 49.2 GWh design energy output. This will be
followed by other assets estimated to be additional 3@...46
SHPPs totalling approximately 3@ MW installed capacity and
166 MWh designed energy output. Brodina HPD was acguired
from Hidroelectrica wvia public auction in 2666 by a private
investor that launched a wast program for the refurbishment
of existing plants and redesigning of the non-developed
sectors. Having this SHPP as an example, we will present
new concepts applied for the refurbishment and redesign of
the development scheme as a whole. 4 APPLIED COMCEFTS AMD
SOLUTIONS 4.1 Principles The general principle is the
determination of the development solution for integrating
the existing arrangement, able to ensure the integrated
capitalization of the hydropower potential for each
catchment. A& system of hydropower plants in cascade
arrangement is functionally linked by the main huydraulic
wire, having only one main intake and sewveral secondary
intakes intended to optimize the utilization of the
potential of the tributaries located in the catchment of
the developed river and to supplement the flows produced by
the catchment difference. The solution for ewvacuating the
produced electrical power implies individual phusical
connections for each production unit. However,
delimitations of administration with the distribution



network administrator as well as implications of the
network injections are analyzed unitarily. Distance
management is accomplished by a single set of automated
cooperating applications which acqguire, process, circulate,
present and record the data characterizing the process of
generation and commercial capitalization of the produced
electricity. In the following paragraphs we will discuss
the (a) to (h) solutions that were proposed for application
on the existing schemes. Their application is exemplified
on Brodina HPD and on four other hydropower developments in
section 4.2. a.The optimum determination of the developed
sector upstream through the correct positioning of the

main intake, so that alluvial contribution is diminished
and the operating regimes (pre-established according

to the achievement of the technical and economic

efficiency indicators) are respected. b. The rehabilitation
and refurbishment of head

works downstream the main new intake by: partially
maintaining their functional role but sizing them in

such a way that it processes the flows resulting from

the catchment difference and the supplementation of

the role of the de-silting tanks/head pond in the stilling
bhasin through partial incorporation into the infras
tructure of a new hydropower plant which directly

capitalizes the main intake potential. c.0On the other hand,
we specify that one of the solu

tions imposed in the prewvious step was the Tyrolean
intake and the pond, hoth components being linked
together by a pipe. In time, this solution determined
the severe reduction of the water processing capacity
hecause of the sand and gravel warping, including the

total unavailability during floods.



The newly proposed solution is building a lateral
intake to integrate the existing intake front and ensure

direct processing of collected flows in the pond. d.
Re-eguipping the existing hydropower plants

with modern HPUs, capable of continuous processing
at guasi-constant efficiency of tributary flows situated

bhetween 38%-166% of the installed flow. Fitting new
equipment meant substantial infrastruc

ture alteration and, at times, impossibility of perform
ing necessary modifications due to dramatic changes

in the static and dynamic resistance of the construction.
Hence a simple solution was proposed, which meant

the construction of a hydropower plant to integrate

the existing stilling basin by correlating the horizontal
and the vertical dimensions with the recommenda

tions of the eguipment supplier. The adwvantages of the
proposed solution are significant:

¢ it provides, at the least, maintaining of initial HFUs
parameters,

¢ it gives the construction advantage of a hydropower
plant building integrally adapted to the recommen
dations of the eqguipment supplier,

s it reduces construction costs to less than 58% of

what was reguired by a new hydropower plant with

its whole infrastructure,

¢ it allows the choice of an architectural solution spe



cific to the area where the HPD is located, enabling

natural integration into the local landscape. e. The
hy-pass pipes and valves solution: choos

ing the by-pass solution sized at one third (1/3) of the
installed flow grants the continuous flow of water on
the main hydraulic wire {protection against freezing)
during accidental HPU shutdown as well as in inter

vals of low flows, under the turbine operational limit.
Situations like these are freguently encountered during

the cold periods of the year. On the other hand, during an
accidental shutdown

of a hydropower plant, the by-pass insures the partial
operation of the downstream HPUs, hence reducing

losses for the HPD as a result of its unavailability. f.
The integral capitalization of the hydropower potential,
within the upstream and the downstream limits of the
existing development scheme. This idea means building some
SHPPs on the river sectors that are not yet developed with
the following structure: loading chamber at the outlet of
the upstream hydropower plant, headrace, the powerhouse
evacuating in the stilling basin, which is the loading
chamber of the downstream SHPF. g. The optimum
determination of the downstream limit of the development
solution by building new power units, justified both
technically and economically, through the transformation of
the last existing hydropower plant into the loading chamber
of the new power units built downstream. h. The
supplementation of the processed inflows hy the
contribution of some secondary intakes correspondingly
positioned on tributary rivers situated in the same
catchment. In this situation, the huydraulic calculations
performed for every operating regime on the main hudraulic
wire are very important in order to determine the elevation
of these intakes. 4.2 Case studies According to the initial
solution, the hydropower development on river Brodina,
(consisting in Ehreste, Brodina 1 and Brodina 2 SHPPs), was
accomplished during the '86s. These three power ohjectives
were commissioned in 1985, 1984 and 1983, respectively. In
Romanian legislation (ANRE Order 48, 2614) the meaning of



refurbishment for hydropower plants includes: a) operations
of drive replacement for one or more power units of the
turbine rotor andsor nozzles intake or unit director and/or
valves intake with components that hawve not been used to
produce electricity; andsor b) execution of hydraulic works
in the whole hydropower development, hydro modernization,
investment in hydro equipment, electrical equipment,
automation, communication and security. In order to be
considered refurbishment, the proof of completion of
refurbishment operations provided above is hased on:
reception minutes attesting the completion of the works set
out in the feasibility study or in other studies that
trigeered refurbishment operations; reception minutes for
commissioning; the report by an independent auditor
confirming that the accountable value of assets related to
SHPP after refurbishment is above 1,566 Euros/kW installed.
The original situation and the current one for HFD Brodina
are shown in Figure 1. For building the existing scheme,
the principles presented in section 4.1, (a) to (h), were
applied in order to correct the concept and design faults
presented in section 3. The same principles were applied
for other existing hydropower developments. Figures 2-5
show the present situation, after refurhishment and further
development, for HPD Boia, HPD Sebes, HPD
BarsaGhimbasel-Bran and HFD Tarlung, respectively.

Figure 1. Brodina hydropower development. Left side: orig

inal situation, right side: present situation; (a)-(h)
applied

concepts.

5 CONCLUSIONS

SHP potential in Romania is significant but only about

half was already used; it was exploited incorrectly or

insufficiently because of the technical, economical and

political constraints of the '86s. The paper presents the
constraints and highlights

new concepts and technical solutions intended to
improve the capitalization of the useful potential.

Some successful case studies were presented demon



strating that it is possible to accomplish a fully

hydropower developed river by correcting all the faults
Figure 2. Boia hydropower development. Figure 3. Sebes
hydropower development. Figure 4. Barsa-Ghimbasel-Bran
hydropower development. Figure 5. Tarlung hydropower
development.

in conception, design and constructions by appluing
new and appropriate concepts.
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ABSTRACT: Over the last three uears, tests with almost 2666
fishes have been conducted at the patented

TUM Hydro Shaft Powerplant involving five different
species, namely trouts, graylings, barbels, bullheads and

minnows with fish sizes between 58 and 266 mm. The turhine
mortality very much differed among the tested fish

species, and a large wvariation is detected owver the various
test runs. Amazingly the worst swimmer, the bullhead,

showed the lowest probability of damage or injury in the
turbine. However, this contribution analyses the results

species independently and shows that probabilities of
mortality or injury for given bar clearance depend on the

intake flow velocity, the operation of the turbine and the
fish length. The present paper discusses the warious

influences of the hydraulic conditions at the trash rack
and the operational setup of the turbine on mortalities

and tries to guantify these effects. Also the paper
separates the size dependent probability of trash rack

passage

from that of pure turbine damage and thus allows to derive
total downstream passage survival rates for the Shaft

Powerplant.

1 INTRODUCTIOM

In 2669 the so called TUM hydro shaft concept

has been invented at the Chair of Huydraulic and
HWater Resources Engineering of Technische Uniwver
sitat Minchen (TUM), Germany.The patented concept

iz well suited to use the energy of natural and artificial



steps in rivers and consists of a shaft which sits in the
river bed, a horizontal trash rack with cleaner parallel
to the river bed, a sub-surface turbine with perma

nent magnetic generator followed by a suction pipe to
release the water into the downstream. Later, besides a
few accompanying patents, a second main patent fam

ily has been applied for, the so called TUM multi-shaft
concept, which uses sewveral shafts and combines them

with integrated eco-migration corridors in the axis and

on both sides of a river. Behind the TUM hydro shaft power
plant (TUM

HSPF) there are a few ideas related to economy and
ecology which are explained in the following (see also
Figure 1):

1. The plant has a very simple geometry and thus, is
rapidly planned and built with minimum costs.

2. It is relatively cheap and easy to extend the
crosssectional area of the intake, thus reducing the intake
velocities and enabling fish to freely swim over the rack.
3. At the downstream end of the intake section there is a
gate in which bypass openings can be provided, enabling
fish an efficient downstream migration path. 4.
Sedimentation of the river bed occurs only up to the intake
of the plant and additional sediment is either flushed
through the turbine or diverted over the trash rack into
the downstream. Mo reservoir sedimentation occurs. 5. The
plant is not wvisible and does not produce noise. 2 TESTS
2.1 The pilot facility In order to investigate the
hydraulics and the sediment issues as well as the behavior
of fish, and in order to technically develop the concept, a
35 kMW pilot plant was built at the Oskar won Miller
Institute, the Hydraulic Laboratory of TUM, in Obernach,
Bavaria. The TUM-HSPP pilot concept was equipped with a
conventional Kaplan turbine of 756 mm diameter and spinning
with 333 rpm. As a peculiarity it only has a permanent



magnetic generator. Besides, the plant was eguipped with a
specifically developed trash rack bar profile and a newly
developed underwater trash rack cleaner of Muhr company,
Brannenburg, Germany.

Figure 1. Pilot plant and test site of the TUM-HSPFP. The
outflow at the gate serwves as downstream migration bupass.
For better understanding see also Figure 2.

Figure 2. Pilot test installation with upstream and down
stream basins to release and collect fish. For better under
standing see also Figure 1.

The pilot plant used water from the Isar River diverted
over a weir into the Lab and measured in a mea

suring flume with a calibrated Thomson wear (see

Figure 1). In general, very smooth flow conditions

could be ohserved at the intake and visual and acoustic

ohservations can hardly detect operation of the plant. Very
precise discharge measurements with the

Thomson-weir allowed to determine the maximum
efficiency of the plant. The efficiency, defined as the
ratio of measured output at the clamps to theoreti

cal hydraulic potential, is 87% which is an excellent
and wvery convincing wvalue! Flushing tests with sed
iments showed that sediment could be flushed owver

the trash rack or through the turbine and that no sed
iment deposition occurred nor in the upstream nor in
the downstream of the suction pipe.

2.2 Hydraulic tests



The behavior of fish for three differing flow condi
tions at the trash rack was investigated. MNamely, the
maximum flow velocity at the rack was set to 8.3 m/s,

8.4 m's and 8.5 ms/s in average. This has heen achieved
Table 1. The investigated 3 differing hydraulic scenarios.
Buypass Position Hydraulic Parameters top hottom top bottom
top bottom v max-screen [mss] &,366 &,466 @,566 h overflow
[m] @,854 @,666 @,673 @ channel [m 3 /5] 1,886 1,416 1,416
1,568 1,648 1,736 Q0 turbine [m 3 /=] &,966 &,966 1,286
1,286 1,566 1,566 0 bypass [m 3 /s] @,686¢ &,156 6,686 4,158
6,686 6,156 0 gate [m 3 /3] 6,126 6,200 6,138 6,226 6,140
8,238 Figure 3. The two investigated bypass configurations,
a surface near (top) and a bottom near (bottom) opening in
the gate. by reducing the turbine discharge accordingly.
Besides the actual turbine discharge also the flow over the
gate and the bypass flow are shown in Tahle 1. The
investigations with fish were run under constant turbine
operation conditions. The maximum velocity considers a
maximum velocity at the trash rack of 6.5 m/s according to
DHA (2814). The minimum velocity is deduced from Ebel
(2613). In order to perform ethohydraulic tests of the
behavior and damage of fish at the hydropower intake and
during downstream migration the test site was eguipped with
an upstream, and two downstream basins separated by
perforated steel sheets in order to avoid fish to leave the
test site. The setup is illustrated in Figure 2.
Additionally, four underwater cameras were used to obserwve
behavior of fish at the rack. Two differing configurations
for downstream migration of fish were investigated, namely
a hottom near and a surface near configuration (Figure 3).

Table 2. The investigated 3 differing hydraulic scenarios.
Number of Averaged Standard

Fish fish body deviation
species [-] length [mm] [mm]
Brown trout 787 144 45
Grayling 733 143 44

Barbel 63 99 51

Minnow 44 81 &

Bullhead 252 81 14



Tests with fish followed the following pattern: The

Fish, usually captured in wild rivers, were brought to
the Lab at least 48 h in advance in order to adapt them
to the local water temperature. For the tests they then
were released into the upper basin, and the test run

then over a period of 24 h. Fish intending to migrate

to the downstream had two options: one over the pro

vided bupass, the other through the turhine. Fish that
migrated over the hypass ended up in the middle of

the three hasins (colored in green in Figure 2), and fish
that migrated through the turbine ended up in the basin
downstream of the suction pipe basins (colored in red

in Figure 2). Hourly, during the tests and at the end, all
fish were taken off the water with a catcher from all
hasins and then they were counted. Fish that migrated
through the turbine and survived were under ohserwva

tion for another 96 h in order to consider secondary or

inner damage. Ethohydraulic tests were conducted with five
dif

ferent species of fish of different sizes. The following
fish species and fish numbers were inserted into the
upstream basin:

3 RESULTS

3.1 Overview

Tests have been conducted with exactly 1879 fish, of



which 38 fish were killed at the turbine and another
16 were more or less seriously hurt. They will subse
guently also be counted as “killed™. 67¢ fish migrated
from the upstream into the downstream without being
in any way forced to do so, and from these 393 (59%)
used the provided hypass through the downstream gate
of the HSPP and the other 277 (41%) traversed the
turbine. When considering only the bottom near wver
sion of the bypass configuration more than 2/3 of
fish used this bypass configuration. In the following
a more detailed evaluation of the measured results is
performed.

3.2 Detailed analysis

About 243 of the fish migrated from the upstream into
the downstream over the provided bypass with the bot
tom near bupass configuration having a higher degree

of acceptance. The probability of taking the passage Figure
4. Probability of hypass passage dependent on fish length
and wvelocity in the intake section. through the turbine was
higher for small fish, contrarily the probability of damage
during turbine passage was higher for larger fish. As a
summary in the wery small turbine (758 mm diameter, 333
rom) in average about 7% of the fish were killed. For
prototype plants with larger turbines and lower rotational
speeds mortalities helow 2% can be expected. The tests
showed that the fish in general tried to avoid entrance
through the trash rack into the turbine due to the
unfamiliar flow situation. Therefore, the horizontal trash
rack wvery much acted as a behavioral barrier. Underwater
cameras allowed to ohserwve that fish had no difficulty to
swim over the intake at the trash rack for several hours.
Certainly the low velocities in the intake section were the
reason for this. No fish was forced to the trash rack and
they could freely swim in the upstream basin which had an



area of about 36 times the intake cross section. In the
following the analysis of the results remains restricted to
the ensemble of all five fish species. fAs only 38 fish were
killed the ensemble for analuyses gets very small if
sub-ensembles like differing species were considered. Only
the distinction between differing intake welocities had
bheen made and the two extrema, namely 6.5 mss and 8.3 m/s
intake velocity have heen further analyzed. For the
analysis all fish in the wvarious tests had been pooled in
clusters of approximately egual length. Then for each size
cluster averages were computed and a best fitting curve
through the weighted awverages were computed, considering
the number of individuals in each average as weight factor.
This has been done first of all for the size dependent
probability of hypass passage (Figure 4), subsequently for
the mortality in the turbine considering two differing
intake wvelocities (Figure 5) and finally for the combined
size dependent damage probability as a product of the two
previously described probabilities (Figure 6). A very
interesting and significant observation could be made
related to the size-dependent probabilities whether to use
the provided bypass migration path or the dangerous
migration path through trash rack and turbine. On the one
hand side the probahilities of smaller fish are higher to
he attracted by the flow to the

Figure 5. Damage rate in turbine depending on fish lengths

and intake velocity. Diameters of size-class average
indicate

the individual numbers in each size-class.

turbine. This effect is nicely shown in Figure 4. One
can clearly see, that a power function for fish length
and probability of hypass passage very well describes
the ohservations. Also there is a clear influence of the

intake velocity on the hypass use. On the other hand, the
probability of damage by the

turbine is higher for longer fish. From literature (e.g.
Montén, 1985) one can expect a linear relation between

fish length and mortality. This is shown in Figure 5.



Even though the ensemble for statistical analusis is
small due to the few individuals killed a trend on the
differing intake welocities can be obserwved. There is

a higher mortality for 8.3 m/s intake welocity than for
8.5 m's intake welocity. This has to do with the fact,
that the intake welocity is regulated with the turbine.
The turbine therefore was throttled and not completely
opened with blades and guide vanes for the smaller
velocity., The interesting thing is now that the effects of
bypass probability and turbine mortality partly com
pensate. While a longer fish has a low probability of
choosing the migration path through the turhine, it has,
for this case, a high probability of lethal damage in the
turbine. Therefor the two effects partly compensate.
Figure 6 shows the combination of the two probabil

ities and illustrates that a maximum, size dependent
damage results for a medium fish length, whereas for

shorter and longer fish the probability drops to zero. If
one considers the integral of the mortality curves

and computes an average mortality rate over the entire
range of endangered fish length, i.e. from @ mm up to
ahout 28 mm the following average mortalities can be
computed: For 8.3 ms/s intake velocity the average is
4.5% and for the higher welocity of 8.5 ms/s it amounts

to 7.2%. If one now tries to upscale the ahove figures to
real



and therefore larger powerplants the injury and mar
tality rate would decrease due to the more fawvorable
geometric and operational conditions, i.e. the increase
of diameter and decrease of turbine RPM, by at least

a factor of 2 (468 kW powerplant with 2 turhines). It
should be stressed that all graphics related to

injury or mortality rates and all the corresponding fig
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ABSTRACT: Waves are characterised by high energy density
content, able to provide significant renewahle

energy contribution. Identification of wave energy
potential locations around Europe can provide significant

henefits for application of wave energy converters (WECS).
While the highest resources are placed in the open

Atlantic coastlines of Europe that does not exclude the
fact that wave energy can provide significant contributions

to the rest of Europe. To support such claims, a detail
resource assessment has to be in place to characterize the
resource. State

of-the-art resource assessments provide a tool that can
identify trends in the resource and proper evaluation of

production, based on such long-term data allows robust
financial and engineering decisions. In addition, the

results can also be used for climate investigations,
extreme value analysis, site characterization, and
information

concerning a variety of offshore activities. This study
investigates the metocean conditions of the Mediterranean

Sea and assesses the levels of energy

around the Basin. Hidden opportunities lay in both
energetic and milder wave environments with each having

each own benefits and drawbacks, in terms of capital costs
reguired and energy production. The results from the

hindcast underwent a detailed annual, seasonal, and decadal
analysis. Furthermore, potential benefits of wave

energy converters (WECs), are assessed in terms of energy



production, adaptability, and final considerations for
site selection are discussed.

1 INTRODUCTION

Energy plays a significant role in the technological
and financial growth of every country. While energy
reguirements can he met by numerous sources 1.e.
nuclear, fossil, renewable, one key component is to
ensure energy security and stability. The option of
renewable resources offers abundant and significant
opportunities to increase energy independence and

offer emission free electrical production. In order to
achieve the targets for emissions reduc

tion, increased renewable energy production, as these
are adapted into the European Policy Framework (Par
liament 26©3) all renewable resources have to be
accounted for and develop plans for utilization.Adding
various renewable technologies to the energy mix, will
complicate the production patterns, but will reduce
the intermittent production significantly. Leading to
higher degrees of penetration by renewables, reduc

ing associated infrastructure expenditures and energy
imports (Delucchi and Jacohson 2611, Jacobson and Delucchi
2611, Schaher et al. 2812). HWaves offer a renewahle
resource that is abundant and presents much higher energy
density than its direct contributor wind, due to the nature
of the fluid (Barstow et al. 2869, Clément et al. 2a62,
Gunn and Stock-Williams 2612, Reguero et al. 28615). The
exploitation of waves as an energy source has been
suggested by many studies and the evolution of wave energy
converters (WECs) throughout the years has added
information to unlocking the potential for energy



production {(Clément et al. 2802, Cruz 2808, Falcio 2616).
Although the benefits from ultimately utilizing waves as
energy production are numerous, there are guite a lot of
uncertainty affecting the proper estimation of HWECs
production, regional adaptability, and surwvivability. Early
work in the wave energy field, identified as most energetic
waters the regions exposed to the mid and northatlantic
ofHestern coastal Europe

(Barstow et al. 2889, Pontes et al. 1996). Resource
assessments for wave energy have evolved using atmo
spheric, wave numerical models, which allow us to
investigate through hindcasts (historical), and fore

cast studies. The application of numerical modelling

to generate long-term data has been outlined by var

ious studies and has given confidence in their usage,

if the model is properly constructed, and can provide
necessary metocean data (Caires and Sterl 2685, Sterl
and Caires 2665, Mackay et al. 2Z@lsa, Mackay et al.
2a16h, Vinoth andYoung 2611). The construction of a
numerical model though is a not an easy process with,
many factors affecting the final outcome and several
considerations taken into account when adapting to a
region (van Vledder et al. 2816, Zijlema et al. 261z,
Reguero et al. 2815).

2 MODEL COMSTRUCTION

Our study focuses on the Mediterranean region using

a third generation wave numerical model, Simulating

HAves Mearshore (SHAN). SWAN is a third gener

ation phased-averaged highly skilled model, that has



the ability to solve the wave kinematic equation in
Cartesian or Spherical coordinates. It can take into
account nearshore complex parameters that are not
accounted for in larger models, diffraction, non-linear
triad interactions, shoaling, and coastal hottom break
ing.The main driver for the generation and propagation
of waves is the designated wind input used by the user
(Delft 2e614). The SHAN version used in this study is
41.81Aa, activated with Spherical coordinates and using
a two-way nested scheme approach.The primary mesh

used is ©.1 o while four additional smaller domains are
also utilised covering the majority of the countries
exposed by the Mediterranean Sea. The subseguent
meshes have a spatial resolution of .625 o , these
higher resolution domains enhance the computations
concerning the coastline and non-linear interactions
providing long-term coastal data, see Figure 1.

As driving winds the CFSR Re-Analuysis dataset

(Saha et al. 2618) was chosen, since previous expe
rience showed that the temporal resolution of the
product reduces the “missing” peaks, that is a com

mon phenomenon in wave numerical models (Cawvaleri
2689) . The authors have previously tested several other
products for the region with some of the waork men

tioned (Lawvidas et al. 2614h) and work currently in



development. For both domains (coarse and fine)

the same wind product was used. The direction was
subdivided 15 o interwals while the freqguency resolu
tion has a low limit ©.635 and highest .5 (from 2
seconds-28 seconds) and thirty increments distributed
logarithmically.

The initial and subseqguent nested spectral infor
mation based on a JOMSHWAP spectrum with a peak
enhancement factor for wind-generated seas, bottom
friction, breaking, refraction, diffraction, and triad
interactions activated. Finally, the non-linear guadru

plet interactions are using a semi-implicit solution.
Figure 1. Bathumetry in meters, the nested areas utilize a
much higher resolution. Figure 2. Differences in meters for
H sig . The orography of the region is characterised by
rapid changes in the bathumetry, significant amount of
island and complex coastlines that increase non-linear
consideration, thus to ensure numerical performance a
backwards step and time propagation is used. The selection
of the wind also prompted us to compare the performance of
the model under different schemes of generation, since the
high temporal resolution (1-hour) affects the wave resource
hindcasted. For this reason we tested the adaptation and
combination of customized solutions with a linear wind
growth coefficient and two wind generation options based on
the work of (Komen et al. 1994) now denoted WAM3, and
(Janssen 1988) denoted as WAM4. The difference of the
schemes lay on the way that the wind drag coefficient is
estimated, based on the wind stress. The difference in the
final metocean products based on the two wind schemes
showed that the WAM3I offers better approximation with the
buoy recordings, and thus was selected as the most
appropriate to use throughout the hindcast. While both of
them showed a high correlation in terms of generation, the
combination of high-resolution data and the re-computed
wind drag offers over-estimation if the second scheme is
used, see Figure 2. For walidation buoys available by the
(Hellenic Centre for Marine for Research 2614) network are



take into account as we calibrated and then walidate the
model, while some level of post-processing was applied to

Table 1. walidation for the models and huoys awvailable
recordings Athos (2066-2614) Lesvos (2606, 2002-2612)
Mykonos (2662-2612) Pylos (2867-2614)

Indices H sig T peak T m92 H sig T peak T mé2 H sig T peak
T md2 H sig T peak T méz

R 8.95 8.87 8.92 8.93 9.86 ©.92 8.57 0.67 6.77 8.93 8.91
8.33

RMSE 8.34 1.11 9.74 6,35 1.85 8.64 9.52 1.68 9.87 8.358 1.86
.73

MPI ©.95 ©.98 8.92 ©.98 .99 9.93 8.98 8.59 ©.92 6.97 8.85
8.39

Av. Buoy ©.81 4.56 3.66 6.76 4.57 3.53 1.86 4.82 3.63 9.98
5.83 4.36

Av. SHAN @.82 4.45 3.24 .83 4.45 3.25 8.87 4.79 3.26 9.99
5.59 3.96

Bias ©.01 -0.11 -0.42 8.13 -8.12 -9.28 -9.13 -9.12 -0.37
.81 -6.24 -8.48

31 8.41 9.24 9.28 6.52 8.23 9.18 .52 0.35 6.24 8.39 9.18
a.17

the raw data of the buoys since they contained signif
icant and distinct levels of “noise spikes” and missing
intervals. The hindcast of the metocean conditions was per
formed for a 35 years period from 1986 to the end of

2614, the availability of the buoys although does not

span for the same amount of time, since the POSEI

DOM system is active since 2866 (Papadopoulos et al.
2e82) . The walidation results are in good agreement

with a recent study (Zacharioudaki et al. 2615) that

used the WAM model to extract a hindcast for a long



term period for the Greek region. Several huoys are
avallable although due to length considerations, overall

results of the walidation are presented in Table 1. The
locations taken into account are dispersed

around the Aegean Sea, Athos located at the North,
Lesvos at Morth East, Mykonos Central Aegean, and

Pylos at the SouthWest of the Ionian Sea.The selection
of the buoys considered present the ability of the model
to warious sea-state as wvalidated by the huoys. Majority
of the differences is located at the biases, Athos and
Pylos being close to zero, while Lesvos and Mukonos

show an over and under-estimation respectively. The first
two locations, are deep-water locations

(Athos, Pylos) with no major coastal (land masses)
surrounding them. Leswvos 1s located just offshore

the island of Leswvos and exposed to a low resource,
Mykonos on the hand represents one of the most
challenging buoy locations to hindcast. It is located
within the Cycladic complex, decreasing the propa

gated resources by the presence of turning coastlines
and island complexes. The sudden depth wariations

also pose a significant issue especially for coastal mod
elling, implying that for an even more detailed analusis
of a small area, the use of a third nest would be desir
able with the potential use of unstructured meshes.The

customized model offers improvements from previous



work undertaken in the area by the authors with biases
reduced significantly by 36% (Lavidas et al. z@ida).

3 HWAYE EMERGY

The results from the hindcast were adapted to estab
lish a database with the energy potential around

the Mediterranean Sea, similar attempts have hbeen
undertaken by previous studies with most recent one
(Medatlas Group 2864, Ratsimandresy et al. 2663,
Zacharioudaki et al. 2815) focusing on wave height and
(Soukissian et al. 2868, Ayat 2613, Liberti et al. 2613,
Vicinanza et al. 2613, Monteforte et al. 2615) focusing on
wave energy. Both categories do complement each other,
although in all cases the models used focused predominately
in specific regions, used coarser model resolutions not
resolving adeguately coastal environments andsor had
limited time duration, commonly 18 years. In term of
temporal duration, exceptions are a 44 year hindcast
(Ratsimandresy et al. 2668) focusing on Spanish coasts for
42 years and (Zacharioudaki et al. 2815) focusing in the
fegean sea for 42 years, both using the oceanic model WAM.
In terms of spatial resolution (Liberti et al. 2613) used a
model appropriate for coastal representation at resolution
8.860 o degrees, while of the majority of studies are
conducted with spatial information between 1 o and 8.5 o
degrees. Our nested attempt allows us to enrich the
knowledge we hawve on the wave conditions and power density
around the region, and subseguently its nested meshes.
Hawving established the walidity and ability of the hindcast
additional location where extracted, focusing on coastal
areas and low depths for which WECs present immediate
interest of installation. The overall estimates of annual
and seasonal wave energy contents are shown in Figures 3-4.
3.1 Wave energy resource Most energetic waters can be
located at the coastal North-East Spanish coasts, South and
North-East Italian coasts, Central Greece island complexes,
North Tunisia and the North coastlines of Africa
(LibyaEgypt). Both the annual and seasonal alterations
exhibit a distribution of wave power dominated by wind-wawve
seas and mid-long fetches. The presence of many islands,
the rapid bathumetric changes, and coastlines decrease the
annual amount of wave power in values ranging from 8-16
kW/m.The seasonal analysis shows though that at specific
region wave power (seasonally) can reach walues up to 26-25
kWsm. WECs application has interest in depths of up to 156



m, due to the orography of the sea-bed sharp

Figure 3. annual Wave Power distribution for for the
hindcast dataset.

Figure 4. Seasonal distribution of wave power (kW/m) over
the hindcast period.

changes are present posing a barrier on some areas,

while this also acts as a natural obstacle for full wave
evolution. With the ahility of the model to repre

sent coastal locations, through use of high-resolution
hathymetry, several locations (over 86 through the

nested runs not shown here), have been extracted

and their hourly distributions have been separated in
months, decades and owverall resource levels, allowing

a hetter understanding of potential opportunities.

The results show that the resource is Italy is more
constant in terms of magnitude between 6-15 kH/m

taking into account the location of investigation South
HWest or East at the Adriatic Sea. In the Greek Aegean
region, the wave power levels are mostly located in cen
tral and South Aegean, with values from 7-12 kHsm

at non-complex location (i.e. not sheltered between the
many islands) and in the MWorthern part form 4-7 kHsm. The
Southern coastline of France between Montpellier and
Perpignan, due to their enclosed status, non-linear-shallow
water interactions, diffraction, and shoaling effects
exhibit lower walues ranging from 3-6 kWsm, while on the
South East of France Cote d Azur the values have a slight
increase from 4-7 kWsm. At the Spanish coastlines, more
specifically the Balearic Sea locations around the island
of Mallorca have wvalues from 8-15 kWsm and the coastal

location closer to continental Europe are lower around 7-16
kHsm. In the exposed Libyan coastlines average wvalues range



from 6-11 kkWs/m with most of the energy located at the
Morth-Hest Libya. Finally, Tunisia presents also a
variation of energy content, with the Worthern coastlines
having higher resource

Figure 5. Covariance of wave energy levels around the basin
{reduced scale).

of up to 12 kWs/m, while the East side with inwards
turning coastlines reduce significantly to 2-5 kKH/m.

3.2 variability of the resource

fApart from the level of awvailable resource, one has

to consider that the annual levels of wvariation present
an important factor that needs to be considered when
exploring optimal wave energy sites. As discussed the
levels of wave energy in the Mediterranean region

are almost three times less than open Atlantic coasts,
although their annual wariation is significantly lower.
With that in mind the expected production of HWECs

will be increased in terms of temporal operation, while
the inherit problems associated with higher resources

are also minimized i.e. extreme waves, fatigue on

WECs, survivability etc. The covariance of wawve energy aids
in the determi

nation of locations with satisfuing energy content, and
minimal annual distortions in the wave energy flux. As
expected the covariance is increased at coastal areas
and complex terrains, see Figure 5, nevertheless the

recorded levels of expected variation are significantly



less of those met in open seas. This poses the opportu
nity for operation of properly selected WECs, ensuring
stability in operation, production, and enhancing the

level of reliability for wave energy. In Figure 5 the
covariance of the energy distribu

tion is higher at MWorthern parts of Greece, impluing
annual wvariations that may disrupt production. The
majority of coastlines exposed to longer fetches like
the South Italian coasts, Spain,Tunisia, Libya and Cen
tral Greece record low levels of variation. The nested
approached used high-resolution meshes (not shown
here) allowed verification and further improvements

in the perception of this wariation in coastal areas. In
Greece, higher levels are found in the North

ern coastlines of Thrace and Macedonia, followed by

high levels at then Straits of Euboia. The identified
high energy potential of the region at Central Aegean,
presents low variations, especially in the high energetic
region of the Cyclades Island complex. For France the
coastlines along the French Riviera hawve a low wvari

ation often less than 8.1, while the sheltered location

reach values of 6.3-6.4. In Spain throughout the South
coastlines, the covariance is low with high levels of
avallable seasonal resource, while the coastlines around
Mallorca present higher lewvels of variation. For Italu,
Sicily has low levels ©.89-8.15, while the East part
exposed to the Ionian and Adriatic seas hawve a higher lewvel
around @.25. In Libya with the exception of the Gulf of
Sidra (Khalt J Surt) with variation from .35-6.4, rest of
the coastlines so little or no variation. Finally, Tunisia
presents higher wariation at the peninsula of Jerba at the



Gulf of Gabes, with wvalues around &.25. Tahle 2 presents
the estimated mean wave power levels (kWsm) over the
hindcast period, the standard deviation and percentile
recorded. Due to the length of the hindcast, these results
corresponds to the entire period. Similar analusis has been
done to the locations for annual, seasonal and monthly
intervals. The results present small annual standard
deviations, and lower annual percentiles (from year to
year). The authors have produced over 88 locations with
their corresponding wawve information, although not are able
to be presented here. The energy analysis in combination
with the variance of the annual and overall 35 year
resource, can aid to selection of energetic sites with
consistent exposure. Such considerations are expected to
fully utilise low freguency energy converters and deliver a
consistent flow of energy production by WECs, with extreme
events and structural fatigue to be significantly less. 4
CONCLUSIONS A high-resolution third generation numerical
model (SWAN) was applied to the region of the Mediterranean
to produce a long-term database of wave energy that can be
used in the application of wave energy converters. The
considerations on selecting the wind dataset, calibration
and wvalidation where presented, confirming the reliability
of the model. The results present the wave energy
distribution both annual and seasonal, around the Basin and
the potential availahle power resource in many countries.
Based on the long duration of the study, and the use of a
customised coastal model, wave energy guantification is
enhanced for not only deep water locations but more
importantly for coastal sites, where WECs can be deployed.
While some literature and data exist for the region, mostly
oceanic models have heen used, which are not suitable for
coastal guantifications. Following the wawve energy content
examination, a focus is given on the covariance and
variability the resource. This allows to draw conclusions
concerning the expected wariation of wave energy production
by WECs’. The variation of the resource is dependent on the
local characteristics of every area investigated, with
coastal and island complexes (i.e Greek coastlines)
presenting the higher lewvels. Italy and Spain present the
highest potential with low covariance, while for the first
time the guantification of energy content of Tunisia and
Libya are presented.

Table 2. Hean Wave Power content (kHsm) ower the whole
datasets, standard deviation and percentiles encountered
Greece Athos Attika Cretel CreteZz Elmea Euboila Kythnos
Lesvos Mukonos MNaxos

Fower 3.83 1.71 3.54 5.28 2.87 2.96 3.68 4.86 2.87 2.44



std (o) 18.34 3.82 §.44 18.59 7.71 9.16 7.94 9.64 4.61 4.32
95 th Perc. 18.99 7.69 15.29 21.12 12.39 13.93 16.51 18.87
16.75 16.16 Greece (cont.) Tunisia Libya Paros Pylos
Santorini Tunisial Tunisiaz Libyal Libya? Libya3d Libyad
Libyas

Power 2.89 4.74 4.64 6.16 1.69 3.94 4.58 3.24 3.24 3.38

std (o) 4.85 11.66 .75 13.38 3.46 8.75 16.84 6.86 6.66 6.98
95 th Perc. 11.76 21.86 19.83 27.66 6.85 15.47 19.8a 11.71
11.71 12.95 Italy Desil GasilA GasilB Italyl Italuz Italy3
Italyd Italys Italy Italy?

Power 6.86 4.95 6.86 4.16 4.13 2.58 3.26 1.78 2.55 2.24

std (o) 15.36 19.37 12.41 9.84 16.54 5.42 6.74 5.99 8.16
6.48

95 th Perc. 36.24 26.72 25.38 18.68 19.31 16.71 13.56 §5.16
11.32 18.63 Italy(cont.) Spain Mazzaro Palermo RonMazzarao
Tauro Alghero Barcelonal BarcelonaZ Capder Palamos

Power 5.12 5.12 5.12 1.97 8.63 1.27 1.24 3.76 2.89

std (o) 11.46 11.46 11.46 6.98 19.7 3.15 2.99 8.61 5.41

95 th Perc. 22.53 22.53 22.53 §.61 39.8 5.58 5.35 16.13
8.93 Spainicont.) France Spainl Spain? Spaind Spaind
Frel1191 Frelz84 Frol289 Frol3@ Francel Francez

Power @.93 1.28 4.56 7.13 1.21 1.81 2.43 1.16 1.17 1.95

std (@) 2.45 3.81 11.14 18.35 4.52 4.19 4.62 4.19 4,36 4,57

395 th Perc. 3.59 5.37 20.14 34.35 4.49 7.18 16.16 4.33 4.73
7.75

While the levels of awvailable energy are not as high
as oceanic coastal locations, the wariation and expo
sure to extreme events are reduced, allowing the further
consideration for wave energy applications as wiable

solutions. The low levels of “peak” events may prove



heneficial for WECs considering that this ensures reli
able operation and lead to faster proof-of-concept;

while simultanecusly will promote the adaptability

and verification of WECs operation.

The long coastlines enclosed in the Mediterranean
countries can provide a significant resource for

the future production of renewable energy, adding

wave energy as a candidate for consideration in the
de-carbonisation and increased energy security of any
country.
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ABSTRACT: CECO is a new wave energy converter (WEC),
designed to convert simultaneously the kinetic

and the potential energy of waves in electricity, based on
the obligue motion of two lateral floating modules. Its

proof of concept was successfully carried out at the
Hydraulics Laboratory of the Hudraulics, Water Resources

and Environment Division of the Faculty of Engineering of
the University of Porto, Portugal, using a phusical

model built on a geometric scale of 1/26. The results
obtained are used in this paper to validate a hydrodunamic

numerical model of CECO created withAnsys ® Aguwa™, which is
a code based on the boundary element method.

The experimental proof of concept and its main conclusions
are briefly described, and the subseguent numerical

validation work is presented. Initially the results of the
physical model tests are used to calibrate the numerical

model, to correctly simulate the mechanical losses and
damping in the system. Once calibrated, the model is used



to analyze the behavior of CECO under new wawve conditions,
to better understand its behavior and performance.

The numerical results showed a good agreement with the
physical model ones and allowed to obtain a hetter

insight into the performance of CECO. The efficiency in
capturing the wave energy was estimated to exceed

56% for some wave conditions. Although the results obtained
are wvery promising, additional research is reguired

to fully optimize CECO performance.

1 INTRODUCTIOM

Ocean waves are an important renewable energy

resource with several recognized advantages: pre
dictable characteristics (1 to 2 days in advance) with
respect to other renewable energy resources, limited
ecological and environmental impacts and different
timing of intermittency if compared, e.g., to wind and
solar energy (Tavelra-Pinto et al., 2615). If intensively
exploited, wave energy might significantly contribute

to the energetic mix of many ocean facing countries,
reducing the need of non-renewable sources and their
drawbacks (Lopez et al., 2615).

A significant number of technologies to transform

wave energy into electricity was developed owver the

last decades, and some of the more promising concepts
are undergoing demonstration testing at (near) full
scale (Kofoed et al., 2866; Elwood et al., 2616). In the

development process of wave energy converters, from



concept wvalidation up to the multi-device demonstra

tion in real ocean conditions, several stages have to be
fulfilled in order to reach reliable, optimized and cost
effective solutions and minimize investment risks. In

that five staged process (Heller, 2612), physical and
numerical modelling applied in a complementary way are
needed. This work aims to present the progress in
developing the CECO wawve energy converter achieved at the
Faculty of Engineering of the University of Porto,
Portugal.The main advances and conclusions obtained through
physical modelling during the last years (Marinheiro et
al., 2815; Rosa-Santos et al., 2615a) and the more recent
numerical simulation work using Ansys ® Agua™ are
summarized (Ansys, 2613).The latter was calibrated with the
results of the physical model tests and, once walidated,
was used to analyze the behavior of CECO under new wave
conditions for two configurations: with and without the PTO
system. 0On the basis of the numerical results obtained, the
ability of CECO to capture wave energy and to transmit it
to the PTO is shown and discussed. This paper is structured
as follows. Section 2 presents CECO general concept and, in
the subseguent Section 3, the proof of concept studies
carried out are summarized along with the main results
gathered. The numerical modeling of the WEC is presented in
Section 4, including the model description, the calibration
and the analyses of the results. Finally, the main

Figure 1. Components of CECO: (1) central element, (2}
lateral floating modules, (3) supporting frame and longitudi
nal rods, and (4) direction of movement.

conclusions obtained during the development of

CECO are presented in Section 5.

2 CECO WAYE EMERGY CONVERTER

CECO wave energy converter has two lateral float

ing modules that, under the action of waves, have an

obligue motion in relation to a fixed central cylindrical



element (Marinheiro et al., 2815; Rosa-Santos et al.,

2615a), Figure 1. The inclination and direction of CECO’s
mot ions

can be modified according to the characteristics of
incoming waves, in order to ensure the hest possible
performance of this one degree of freedom dewvice.This
is done by changing the inclination of the supporting
elements and by aligning the device with the direction

of incident waves, Figure 2. This concept was idealized as
to allow the simul

taneous absorption of the kinetic and the potential
energy of waves, not favoring one of those compo

nents in particular. It is therefore expected that the
device would be ahle to absorb a significant part of
the energy transported by ocean waves (Marinheiro

et al., 2015; Rosa-Santos et al., 2815h). It is difficult
to include CECO into any of the tup

ical categories of WEC (Falcdo, 2¢16). On the one

hand, the floating modules must have an alignment
parallel to wave fronts, but the total width of CECO is
not sufficiently large to define it as a terminator. On
the other hand, as in point absorbers, CECO dimen

sions are guite small in comparison with typical wave
lengths. However, most point absorbers (e.g., heaving
type axisymmetric) are able to naturally absorb wave
energy from any direction while CECO has to he Figure 2.

Modification of CECO inclination (up) and orientation
(down). properly orientated to waves to avoid heing



negatively affected in terms of performance. In addition,
most point absorbers operate only in the heaving mode
(Richardson and Aggidis, 2613) and are not able to harvest
energy in the other oscillation modes. Since CECO moves in
an obligue direction, it is expected to efficiently absorb
wave energy in two directions (surge and heave). It is also
important to mention that point absorbers are usually
designed to resonate for typical wave freqguencies and
present a narrow freguency response curve with a large
peak. This issue can be overcome with the incorporation of
tuning mechanisms that increase the complexity and overall
cost of the device. The work already carried out has shown
that under certain conditions, CECO has a flatter freguency
response curve, presenting good efficiencies for a
relatively large range of sea conditions. 3 PROOF OF
COMCEFT STUDIES CECO wawve energy converter is being
developed at the Hydraulics Laboratory, of the Hudraulics,
Water Resources and Environment Division of the Faculty of
Engineering of the University of Porto, Portugal, since
2612, Two physical model studies were carried out on a
multidirectional wave basin that is 25.6 m long, 12.6 m
wide and 1.2 m deep. The tested physical models were
scaled-down reproductions of the idealized CECO prototype
built on a geometric scale of 1:26. The Froude similitude
criterion was adopted in the studies. The ohjective of the
first study was to validate the concept and working
principle of CECO, and to analyze the feasibility of some
initial constructive solutions (Teixeira, 2612). In the
second study, based

on the knowledge acquired in the preceding one, sev

eral improvements were introduced in the physical

model, mostly in the geometry of the floating modules,
the guiding system of the main rods, the cross-section
of the central element, as well as in the simulation and
monitoring of the power-take-off (PTO) system, which
started to allow the direct measurement of the instan
taneous power absorbed by the device (Marinheiro,

2813 .

The experimental equipment used consisted of



resistive wave gauges to measure the water free sur
face elevation (accuracy of 3.4 mm), the system to
measure the power produced by the PTO, and a motion
capture system composed of two digital infrared cam
eras, able of measuring the motions of floating bodies,
in their six degrees of freedom (surge, sway, heave,
roll, pitch and yaw), without contact with the model
faccuracy of 8.5 mm for translational motions and
3.1 o for rotational motions). A sampling freguency
of 48 Hz was selected to avoid aliasing in data spec
tral analusis and to provide a satisfactory accuracy
to the parameters estimated based on time domain

analysis. In the first experimental study, using a
simplified

geometry and PTO system, 1t was concluded that the
response of CECO occurs, mainly, in the freguency

of incident waves during the entire test duration and
that its performance strongly depends on the incident
wave characteristics and the damping introduced by
the PTO. The relative capture width, which represents
the ratio between the mean absorbed power (i.e. the
mean wvalue of the ahsorbed power time series) and

the power contained in a wave front with the width

of the device, reached 14% showing that CECO is a
valid technology to harwvest wave energy (Rosa-Santos

et al., 2615a). The calculated absorbed power did not



take yet into account the losses related to the conver
sion of mechanical energy into electricity; however,
it is important to take into account that a simplified
physical model of CECO and a not yet optimized PTO
were used. The inclination angle of 45 o (relative to the
horizontal) was the most favorable one for the tested
geometry and wave conditions. The system used to

guide the lateral floating modules was found to be a
key component of this technology, which is not surpris
ing since this WEC is hased on the relative motions
hetween a floating mobile parte and a fixed central

element. In addition, it was found that in the tests with
reg

ular waves, CECO followed faithfully the water free
surface elevation. Howewver, in the tests with irregu
lar waves, when waves with too short wave periods or
wave heights reached the device during the floating
modules downward motion, the upward motion could

bhe jeopardized, since there was no time or momentum
to decelerate the downward motion and reverse direc
tion. This type of response showed the importance of
the mass, dimensions, shape and submergence level of
CECO floating modules. It was then stated that these
subjects should be analyzed in more detail in the future

using numerical modelling. In the second phase, with an
improved and more complex model, which allowed the direct



measurement of the electrical potential differences
produced by the PTO and, therefore, taking into account the
losses related to the process of converting wawve energy
into electricity, relative capture widths hetween 18 and
38% were obtained for the relevant test conditions
(Marinheiro et al., 2615; Rosa-Santos et al., 2615h). It
was also mentioned that the tested CECO geometry and PTO
system seemed to be more favorable for the shortest wave
period (8 s), with the efficiency decreasing with the wave
period. It was again concluded that the inclination angle
was an important factor controlling the hehavior of CECO.
For all tested conditions, results were hetter for 45 o
than for 3@ o , either with regular or irregular waves
(Rosa-Santos et al., 2814). In addition, opposite trends
were observed in terms of the evolution of the mean power
or the relative capture width with the wave period, for the
two tested inclinations. For fixed wawve heights, the
absorbed power reduces with the wave period for the 45 o
angle and increases for the 38 o angle. So, it was
concluded that the 38 o angle could become more
advantageous for some sea wave conditions (not tested). It
was suggested that this behavior could he related with the
relationship between CECO inclination angle and the wave
steepness. In fact, as the wave height was maintained in
the tests, the increase of the wave period corresponds to
an increase of the wawve length and, therefore, to a wave
steepness reduction. The PTO suystem used in the second
study allowed warying the damping introduced in the WEC
model, in order to simulate different conditions of wave
energy extraction. In general, the amplitude of CECO’s
motions increased with the reduction of damping. However,
it is important to mention that larger motions do not mean,
necessarily, larger power outputs since, in this context,
the damping introduced in the suystem is related to the
amount of wave energy converted. The results suggested that
the damping in the system influences significantly CECO’s
response and that this parameter should he studied in more
detall to define the most suitable PTO damping for design
wave conditions. CECO model was tested with regular and
irregular waves, either short or long crested. The results
for regular waves were slightly better than with irregular
waves. Possibly due to the small dimensions of this HWEC,
the use of short crested waves, with a mean direction
perpendicular to the alignment of its lateral floating
modules, resulted only in a small reduction of the relative
capture widths obtained with long crested wawves (Marinheiro
et al., 2615). However, to accommodate changes in the
incoming wave direction, the central element should rotate
to modify the orientation of CECO. This adjustment may be
done using a controlled mechanical system or a central



element with a streamlined profile designed to orientate
automatically CECO with the incoming sea wawves (Rosa-Santos
et al., 2615a). Summing up, CECO performance depends signif
icantly on the wave characteristics (wave period and

wave height), the PTO damping and the inclination of

the device. In the continuity of the experimental proof

of concept studies, numerical simulations were used

to better understand the CECO response under wave

action and to optimize its performance, as detailed

next. The preceding studies have already point out several
aspects that could contribute to a better performance

of CECO: (i) an automatic €ear hox to reduce the fluc
tuations of the PTO rotating velocity, (ii) a system to
avoid the inversion of the PTO rotation direction, (iii) a
mechanical smoothing system to reduce peak outputs

and smooth the power output. In addition, adaptive
systems, controlled by incident or predicted wave data,
will be needed to maximize the power production in

real sea conditions.

4 MUMERICAL MODELLIMNG

4.1 Mumerical model description

As mentioned above, Ansys ® Agwa™ was used to

carry out the numerical modeling of CECO with the

aim of better understanding its behavior and per

formance. This engineering tool suite is commonly

applied in offshore and ship engineering, and has been



satisfactory applied to simulate the hydrodynamics of
different WECs (Bosma et al., 2614, Pastor and Liu,
26814). In a first step, the behavior of the device was repro
duced in the freguency domain with a hybrid method

bhased on two approaches. The large-volume structures
(i.e. the floating modules and the fixed central cylin
der) were modeled as panels through the Boundary

Element Method (BEM), which calculates the poten

tial flow diffraction and radiation. As for the slender
structural elements (i.e. the supporting frame and the
longitudinal rods), Morison’s eguation was used. Both
panels and Morison elements were integrated to solve

the general eguation of motion:

where m = total mass of the moving structure;

% = translation of the CECO floating part; F 1 =
excitation force, which includes the Froude-Krylov
forces and the diffraction forces; F 2 = radiation force;

and F 3 = hydrostatic restoring force. After obtaining the
excitation forces, added mass,

damping matrices and wawve field pressure in the
freguency domain, the model of CECO was sim

ulated in the time domain. Given that the wetted
surfaces of the structure change significantly during
its performance, the non-linear Froude-Krylov and the
hydrostatic forces heneath the incident waves were

recalculated and applied to the different parts for each



time step. Figure 3. Lateral view of the mesh used for the
numerical modeling of CECO. A 1:26 scale model with a 45 o
inclination, as tested in the second proof of concept study
(described in section 2 and 3), was numerically simulated.
A mesh with a spatial resolution of .64 + 6.62 m was
built, which, in total, accounted for a total of 2349
panels and 384 Morison elements (Figure 3). The time step
of the simulations was set to @.1 s (model scale). 4.2
Calibration and walidation of the model In order to
accurately reproduce the behavior of the dewvice, the
reaction forces induced by the energy conversion machinery
into the oscillating system were considered in the
numerical model. These forces include the mechanical losses
in the contact movingfixed parts and damping induced by the
PTO system itself. To achieve this, a fourth term was added
to the dynamic equation (Equation 1), which now reads:
where and where f = constant frictional force (f = @ N, for
dxsdt < 8.1 m.s -1 ); and c = damping coefficient. The
parameters f and c were calibrated for two configurations:
with and without PTO system. Following an iterative
procedure, their wvalues were varied and used in tests
performed for different regular wave conditions. For each
pair of wvalues and test, time series of CECO motions
ohtained in the physical and numerical tests were compared
and the normalized root mean sguare error (NRMSE) relative
to the numerical model was then calculated. Finally, an
error was attributed to each combination of f and chy
averaging the WRMSE estimated for the different tests
performed.

Table 1. Test conditions considered for the calibration (in
prototupe) .

Test PTOH [ml T [s] P w [kKW]

1no 18 138

2 no 2§ 552

3 no 2 18 664

4 no 2 12 735

S no 3 18 1435

6 no 3 12 1665

7 uyes 1 8 138



8 yes 2 8 552

9 yes 2 18 664

18 yes 2 12 735

11 yes 3 16 1495

12 yes 3 12 1655

13 yes 3 14 1759

14 yes 4 14 3127

Figure 4. Calibration results for the configuration with no

PTO.The plus signal indicates the walues tested.The red
circle

indicates the pair of walues minimizing the error (values in
prototupe) .

The wave conditions tested correspond to wave

heights (H ) ranging hetween 1 and 4 m, and wave peri
ods (T ) ranging between 8 and 12 5. The detailed test
conditions are summarized in Table 1. P w represents
the average incident wawve power, as explained latter.
The configuration without PTO was the first one

to be calibrated. Given that the friction and damp

ing forces introduced in the suystem (Equation 3) in
this configuration can be exclusively related to the
mechanical losses in the contact moving-fixed parts,
the corresponding values of the constant frictional
force and the damping coefficient are referred to

as f loss and c loss , respectively. As can be observed



from Figure 4, the pair of wvalues that minimizes the

error is: f loss = 24.8 kN and © loss = 53.3 kN.s.m -1 ,
with

NRMSE = 6.6%. Having as reference previous works (e.g.,
Sheng

et al., 2815, Ricci et al., 2888) and the character
istics of the system used in the proof of concept

tests, the PTO was simulated as a pure damper in Figure 5.
Calibration results for the configuration with PTO. The
diamonds indicate the walues tested (in prototype). the
numerical model. Therefore, in the second configuration
analyzed, only the damping coefficient was calibrated, and
the value of the constant frictional force was maintained
equal to the one determined for the configuration without
PTO (f loss ). Figure 5 summarizes the calibration results
ohtained, showing a minimum in the error at c = 61.5 kN.s.m
-1 with an average WNRMSE = 14%. A damping coefficient
repre-sentative of the PTO suystem was ohtained as the
difference in the wvalues obtained in the two calibrations,
i.e. c PTO = 61.5 - 53.3 = 8.2 kN.s.m -1 . 4.3 Captured
wave power Once the numerical model was calibrated, the two
configurations proposed (i.e. with and without PTO system)
were simulated under a set of new regular wave conditions.
The 54 tests simulated for each configuration corresponded
to the combinations hetween H = {8.5, 1.6, 2.8, 3.8, 4.4,
5.8} mand T = {A, 7, 8, 9, 18, 11, 12, 13, 14} s (in
prototype). On the basis of the results obtained in the
simulations, the capability of theWEC to capture wave
energy was examined. With this aim, several parameters were
defined and calculated for each condition simulated. The
average wave power incident on the device during a given
test was defined as: where p= water density; g =
acceleration of gravity; 1 = total width of the device (in
the normal direction to the wave front); and C g€ = group
celerity of the incoming waves. The latter was computed as:
where L = wavelength; k = wave number (ZnsL); and d = water
depth. The average wawve power captured by CECO was

defined as (Falco, 261a):
and the efficiency of the device in capturing this
incident wave power as:

Furthermore, the wave power captured by the dewvice



was decomposed in two parts: the average power dis
sipated due to the mechanical losses (P loss ) and the
average power delivered to the PTO system (P PTO 3,
defined as:

and

For the configuration with no PTO system, the wal
ues of P cap ranged between 4.6 and 1631.3 kW (in
prototype). These minimum and maximum values
corresponded to test conditions with H = 8.5 m and
T=14 5, and with H = 5.8 mand T = 11 s, respec
tively. As for the configuration with PTO system,
similar results were found. The minimum and max
imum values of P cap were of 4.8 kW (H = 8.5 m,

T=14 5) and 1678.8 kW (H = 5.6 m, T = 18 s). As can he
noticed, the wave conditions for which

CECO presents the lowest and the highest ahsorbed

power do not correspond to those with the lowest and
the highest energetic content. This result reveals an
influence of the wave conditions in the ahility of this
WEC capturing the wawve power. In fact, as mentioned
hefore, when analyzing the efficiency of the dewvice,
its dependence on the wawve height and wave period

bhecomes evident. For hoth configurations tested, the
efficiency of

CECO presents the same general pattern. The curves

plotted in Figures 6 and 7, which present the efficiency



of the device as a function of the wave period and wave
height, present apparent peaks that wary their posi
tions depending on the wawve parameters. For H = 8.5,

1, 2 and 3 m, n is maximum when T = 9 s, while

for higher wave heights the peak is located around
T=18 s (with PTO and H = 5 m) or T = 11 s (without

PTO and H = 5 m). The numerical results also show that the
efficiency

of the tested CECO geometry strongly depends on the
wave height. For instance, the maximum efficiency for
H= 8.5 m is approximately 58%, while for H = 5.8 m

it falls to 25%. From the results, it can be stated that
including a

PTO system had a relative low influence on the effi

ciency of CECO in capturing wave energy. This may Figure 6.
Percentage of the incident wave power captured by CECO with
no PTO system (walues in prototupe). Figure 7. Percentage
of the incident wave power captured by CECO with PTO sustem
(values in prototype). be motivated by the relative low
value of the damping introduced in the system by the PTO (c
PTO ) in relation to the damping associated to other
mechanical losses (c loss ). Finally, the wave power
transmitted to the PTO sustem was analyzed for the set of
wave conditions tested. The wvalues of P PTO obtained range
hetween @.57 kW (H = 8.5 m, T = 14 s) and 131.4 kW (H = 5.8
m, T =16 s}, representing hetween 9.6 and 12.4% of the
energy captured (Figure 8). 5 CONCLUSIONS The numerical
modeling of CECO was presented for two different
configurations: with and without PTO system incorporated.
The Boundary Element Method

Figure 8. Average power captured by CECO and average
power delivered to the PTO sustem (in prototupe).

{which was applied in this work by means of Ansys@



Agqua™) resulted wvery satisfactory for carrying out

the simulations and allowed reproducing the behavior
of the PTO system. Physical modeling results gath

ered in previous proof of concept studies were used to
calibrate and validate the model.

The forces introduced in the suystem by the energy
conversion machinery, i.e. the mechanical losses and
the power delivered to the PTO, were simulated by
including a new linear term in CECO dynamic equa
tions. Since low errors were obtained when comparing
the numerical results with the experimental ones, the
approach followed can be considered walid. In addi
tion, it allows differentiating the power delivered to
the PTO suystem from the power associated to the
mechanical losses.

The efficiency of CECO in capturing the incident

wave energy was analyzed and the results ohtained

are promising: walues higher than 58% were found

for some test conditions. Nonetheless, to maximize

the electric power production of the WEC, the power
delivered to the PTO system should be maximized. In
order to achieve this, other damping coefficients need
to be simulated. Additional topics to be considered in
the following development stages include the numer

ical modeling of CECO response for irregular waves,



the optimization of the lateral floating modules size

and geometry, among others. Summing up, this work has shed
light on the perfor

mance of CECO, specially regarding to its efficiency

in capturing wave energy and delivering it to the PTO
system. Moreover, the calibration and the numerical
results presented are a solid basis for future numerical
optimization of this HWEC.

Ansys, 2813.Aqwa Theory Manual. ANSYS, Inc., USA, Release
15.8, November 2613. Bosma, B., Sheng, W. and Thiebaut, F.,
2614, Performance Assessment of a Floating Power Sustem for
the Galway Bay Wave Energy Test Site. Proc. International
Conference on Ocean Energy (ICOE), Halifax, USA &6 Now.
2614, Elwood, D., ¥im, S.C., Prudell, J., Stillinger, C.,
Jouanne, A. von, Brekken, T., Brown, A. and Paasch R.,
2616, Design, construction, and ocean testing of a
taut-moored dualbody wave energy converter with a linear
generator power take-off, Renewable Energy, 35(2): 348-354.
Falcao, A.F. de 0., 2818, Wave energy utilization: & review
of the technologies. Renewable and Sustainable Energy
Reviews, 14(3): 899-918. Heller V., 2612. Development of
Wave Devices from Initial Conception to Commercial
Demonstration, In Comprehensive Renewable Energy, &,
79-118. Kofoed, J.P., Frigaard, P., Friis-Madsen, E. and
S@rensen, H., 2686. Prototype testing of the wave energy
converter wave dragon, Renewable Energy, 31(2), 181-189.
Lopez, M., veigas, M. and Iglesias, G., 2815. On the wave
energy resource of Peru. Energy Conversion and Management,
96, 34-48, Marinheiro, J., 2813. Optimization study of an
innowvative wave energy conwverter, M.Sc. thesis, Faculty of
Engineering of the University of Porto, Portugal [in
Portuguese] . Marinheiro, J., Rosa-Santos, P.,
Tavelira-Pinto, F. and Ribeiro J., 2815. Feasibility study
of the CECO wawve energy converter. Maritime Technology and
Engineering f(ed: C. Guedes Soares & T.A. Santos), CRC
Press, 1259-1267. Pastor, J. and Liu, ¥., 2614.FPower
absorption modeling and optimization of a point absorbing
wave energy converter using numerical method. Journal of
Energy Resources Technology 136(77): 621267. Ricci, P.,
Saulnier, J.B., Falcdo, &. 0. and Pontes, M. T., 2665,
Time-domain models and wave energy converters performance
assessment. Proc. ASME 2668 27th International Conference
on Offshore Mechanics and Arctic Engineering, Estoril,



Portugal 5-26 June 2663. Richardson, [D.5. and Aggidis,
G.A., 2813, The Economics of Multi-Axis Point Absorber Wawve
Energy Converters. Proc. 32nd Inter. Conf. on Ocean,
Offshore and Arctic Engineering - OMAE: Ocean Renewable
Energy, ASME. Rosa-Santos, P., Taveira-Pinto, F., Ribeiro,
J., Teixeira, L. and Marinheiro, J., 2615. Harnessing the
kinetic and potential wave energy: design and development
of a new wave energy converter, Renewable Energies
0ffshore: 367-374. Rosa-Santos, P., Taveira-Pinto, F.,
Marinheiro, J. and Ribeiro J., 2614b. Performance
evaluation of an optimized wave energy converter. 5th Int.
Conf. on the Application of Phuysical Modelling to Port &
Coastal Protection, 2, 326-335. Rosa-Santos, P.,
Tavelira-FPinto, F., Teixeira, L. and Ribeiro, J., 2815. CECO
wave energy converter: Experimental proof of concept. J.
Renewable Sustainable Energy 7: 861704, Sheng, W., Alcorn,
R. and Lewis, A., 2615. Optimising power take-offs for
maximizing wave energy conversions. Proc. 36th
Internationalkorkshop onWaterkaves and Floating Bodies,
Bristol, UK 12-15th April 2815. Taveira-Pinto, F.,
Izlesias, G., Rosa-Santos, P. and Deng, 2. D., 2815.
Preface to Special Topic: Marine Renewahle Energy. Journal
of Renewable and Sustainable Energu, 7(6), 661681.
Teixeira, L., 2812. Experimental study of a new wave energy
converter., M.5c. thesis, Faculty of Engineering, University
of Porto, Portugal, 156p [in Portuguese] . Sustainable
Hydraulics in the Era of Global Change - Erpicum et al.
(Eds.) @ 2816 Taylor & Francis Group, London, ISEM
978-1-138-82977-4

Pumped hydroelectric energy storage: A comparison of
turbomachinery

configurations
f. Morabito, J. Steimes & P. Hendrick

fiero-Thermo-Mechanics Departement, Université Libre de
Bruxelles, Brussels, Belgium

ABSTRACT: The technical and economic feasibility of Pumped
Hudroelectric Energy Storage (PHES) is

increasingly under discussion. Its important capital cost
may be mitigated by its relevance in balancing the

electrical grid. Indeed renewable energy intermittency
forces electric power industry to find new solutions for
the



regulation of the electric grid. PHES systems are built
around hydraulic and electrical machines.The site head and

the flow rate primarily define the type of hydraulic
machine used. In this paper three configurations are

discussed:

traditional applications that include separate huydraulic
machines (turbines and pumps), Reversible PumpTurbines

(RPTs) and Pumps as Turhines (PATs) that can operate in
bhoth modes of operation. A detailed estimation of

the PATs performance is computed to predict and interpret
their behaviour during reversed operation: therefore

different prediction models are listed and analyzed. A case
study compares different system efficiencies and

capacity for different configurations. This PHES consist in
a unused mine with a depth of 35@ meters and it is

equipped with one or more Francis turbine or with PAT unit.
The available head heawvily varies with interittency

due to the peculiar mine configuration. Conseguently the
hydraulic machines adopted could often work in off

design conditions. Results show that regarding micro and
small power plants the solution using PATs is an

avallable and suitahle option.

1 INTRODUCTION

In the past decade, the concerns about world enwvi
ronmental issues produced by fossil fuel exploitation
have increased. The use of renewable energy sources
aims to reduce the dependence on thermal power

plants, that nowadays satisfy most of the global energy
demand. Among all the technologies usable for this
goal, hydro-power is by far the most used in electric

energy production. Although hydro-power hrings up several



problems

linked to its social and environmental implications,

such as disturbing wildlife and biodiversity or altering
landscapes, it has sewveral important positive effects. It
maintains a stable price of energy that is wvery depen

dent on political and geographical guestions (as the

crude oil or the gas market); it is a long-term invest
ment and guarantees low emissions for all the working
duration with a relatively high efficiency (Barnes

2611). In such context, the Pumped Hydroelectric

Energy Storage (PHES) finds its role as the most

mature technology regarding energy storage (Deane

2616) . PHES systems ohviously have many similar

ities to conventional hydro-power plants but differ

by the fact that the flow is bidirectional. A PHES

unit exploits the potential energy stored in the upper
reservoir as a conventional hydro-power plant, but it
converts electric energy from the grid to refill this
reservoir, by pumping back water from the lower reser

volr when it is economically profitable. The system working
conditions are then designed according to the electricity
trading and regulations services needed hy the local energy
market; for instance, PHES systems dedicated to peak load
would be designed for generating, while pumping during
light load. To provide a better overview of the possible
solutions in a PHES systems, the authors describe the main
features of the hydraulic turbines generally installed and
their comparison in terms of efficiency and operating
range. This paper also gives an overview on the technology

of the centrifugal Pumps As Turbines (PATs), proposing a
review of the model dedicate to forecast pumps behaviour in



reverse mode operation. A non-conventional test case
analysis where an existing unused mine of 358 meters deep
would be used as a lower reservoir in PHES. The availahle
head heavily varies with interittency due to the peculiar
mine configuration. Conseguently the hydraulic machines
adopted could often work in off-design. 2 TURBO-MACHIMES IN
HYDRO-FPOWER FPLANTS The first important criterion in order
to define a turbomachine for a selected hydroelectric plant
iz the available head H [m] and the plant power size P [kK]
or energy generation [kWh] target (Gulliver & Arndt 1991).
Figure 1. Application chart for huydraulic turbines
(Gulliver & Arndt 1991). In general for micro-hydro as
shown in Fig.1, the

Pelton turbines cover the high head domain down to

58 m. The Francis turbine covers the largest range of

head under the Pelton turbine domain with some owver

lapping and down to 16 m head. The lowest domain

of head for micro-hydro (helow 16 m) is covered by

kKaplan turbines with fixed or movable hlades. For low

heads and up to 56 m, the cross-flow impulse turbine

iz also used. In large power plants the most used turbines
are

reaction turbines and are used in low (<48 m) and

medium (46-586 m) head applications (Fig.1). Reac

tion turbines are moved by water, which changes

pressure as it moves through the turbine and gives up

its energy. In reaction turbines loss is generated in both

fixed and moving hlades. Impulse turbines are often used in
very high head

applications (»>368 m). In impulse turbines the jet
pushes on the turbine’s blades which changes the direc

tion of the flow. The fluid flowing over the rotor blades



is constant and all the work output is due to the change
in fluid kinetic energy.

2.1 Turbo-machines options in PHES

PHES uses different hydraulic machines. Turhines

and pumps, respectively, produce energy (2eneration)

and consume energy restoring the capacity of the

upper reservoir (pumping). The hasic arrangement is

a ternary pumped storage system that consists of a set
of pumps and turbines. It is composed by thus two

hydraulic machines and one electrical machine. Reversible
pump-turbines can also be used: the sys

tem consists of a reversible hudraulic machine, a fixed
coupling and a motor-generator for storing and gener
ating energy. In this system there is only one huydraulic
machine, which works as either a pump or a tur

hine (with flow direction reversed), and one electrical
machine, which works either as a motor or a generator.

The reversible set is much simpler than a ternary set.
Nevertheless, it has to stand fluid dynamic issues due to
its double function and this might raise its costs. Another
challenge for the rewversible machine is to provide a good
efficiency n in partial load. The most used standard
pump-turbine is the centrifugal and diagonal tupes and it
must be furnished with special electrical eguipment that
allows variable speed in order to cover the reguired
operating range in hoth modes of operation. This is
realized by means of a doubly-fed asynchronous generator or
full freguency converter connected to a synchronous
generator. An alternative solution for PHES is to install
diagonal pump-turbines of the Deriaz type, mostly installed
in the 1966s. These machines are able to cover a wide
operational range, thanks to their adjustable runner
bhlades, without requiring special electrical eguipment.



Deriaz machines can offer an alternative solution to the
Francis machine in smaller PHES plants with large variation
of the reguired load (Morabito 2614) with the drawback of
more mechanical issues. Another possible configuration for
a hydroelectric plant is to use a Pump (diagonal or
centrifugal) As Turbine (PAT). The advantages are that
pumps are robust, mass-manufactured, more readily available
and less expensive than manufactured microssmall-hudro
turbines (Ramos, Borga, & Siméfo 2009). Micro and small
hydraulic plants are mentioned because PAT is able to work
in turbine mode to the detriment of high efficiency: the
performances are far from the best efficiency point (BEF)
due to the fixed internal geometry and absence of flow
regulation. For this reason PATs are not recommended for
big and medium size plants where a single percentage point
of efficiency has a strong impact on the economic
feasihlity of the installation (Orchard & Klos 2683)
(Derakhshan & Nourbakhsh 2@@égh). A single installation is
not efficient over a wide range of flows; having multiple
PATs of different sizes, each optimized for a different
flow and suited for specific flow regimes, can overcome
this limitation. PATs are studied in more details in this
paper.

3 PUMP AS TURBINE

The use of pumps as turbines has been a research
topic for over 86 years when engineers accidentally
found that pumps were able to operate wvery efficiently
in turbine mode when they were trying to evaluate

the complete characteristics of pumps (Kittredge &
Thoma 1931, Knapp 1937). In the 1956s and 1968s,

the concept of PHES plants evolved mainly in devel
oped countries to manage peak power reguirements

and support nuclear power plants design. In the later
years chemical industries became another area for the
application of PATs. In certain chemical processes

it was necessary to dissipate the energy of high



pressure fluids through small pipe lengths. Instead

of simply throttling, PATs were installed to recover
some energy. Small Hydroelectric (SH) power stations
hecame attractive to generate electrical energy with the
increasing interest in a smart use of the energy. How
ever the cost per kWh of these power plants was higher
than for huydroelectric power plants with large capac
ity. Therefore using PATs emerged as an attractive

and important alternative. Due to the large market for
pumps of all possible capacities it is easily awvailable,
cheap and reliahle (Orchard & Klos 2669). There

fore the maintenance has many advantages compared

to custom-made turhines. Pumps are relatively sim

ple machines, easy to maintain and readily available

in most developing countries. From an economical

point of view, it is often stated that pumps working

as turbines are profitable in the range of 1 to 588 kW
(allowing capital payback periods of two years or less
which is considerahly less than that of a conwventional

turbine (Paish 2662)). Pump manufacturers do not normally
provide the

characteristic curves of their pumps in reverse opera
tion. Therefore, establishing a correlation enabling the
switch from the pump characteristics to turbine char
acteristics is the main challenge in using a PAT. The

hydraulic behaviour of a pump rotating as a turbine



changes. In general a pump will operate in turbine

mode with a higher head and discharge for the same
rotational speed. Many researchers have presented

some theoretical and empirical relations for predict

ing the PAT characteristics in the best efficiency point
(BEP). Most recent attempts to predict the perfor

mance of PATs, have heen made using Computational

Fluid Dynamics (CFD) simulations. Howewver, without
validating the CFD results by experimental data, they
are not fully reliahle. Besides, all these simulations

included only hydraulic losses. Many prediction technigues
have been published.f

few of the early contributors to these technigues were
Kittredge (Kittredge 1945) and Stepanoff (Stepanoff

1957). In the later years many more technigues

were developed by many researchers namely MNautiyal
(Nautiyal 2611) Sharma (Sharma 1985), Schmiedl

(Schmiedl 1988), Grover (Grover 1986), and more

recently by Williams (Williams 1995), Alatorre-Frenk
(Alatorre-Frenk & Thomas 1998) and Cohrs (Cohrs

1977). There are many uncertainties associated with the
various prediction methods nevertheless they have served as
a starting point in recent disseminations inwvestigated for
instance by Sigh and MWestmann (Singh & Nestmann 261&)
(Singh & Mestmann 2611) and by Derakhshan and Mourhakhsh
(Derakhshan & Mourbakhsh 2@@gh). 3.1 Performance prediction
of pumps in turbine mode The PAT behaviour is wvery complex
and it is difficult to find & unigue corelation for all

pumps in reverse mode. Several problems have to be solved,
linked to hydraulic losses in the volute and the impeller,



mechanical losses related to packing and hearing cases,
disc friction losses in gaps between rotor and stator and
volumetric losses related to leakage from clearances
bhetween rotor and stator (Derakhshan & Mourbakhsh 2@ésh) .
One of the serious problems of PAT technology is to
individuate the right hest-input parameters for predicting
the performance of the rated pump. Authors hawve published
on the use of PATs in which the turbine performance is
predicted using the values of head and flow at the pump’s
bhest efficiency point, obtaining scaled walues of head and
flow rate values in turbine mode. The different formulas,
which have been proposed by the various authors, are
considered in the following sections. When a pump operates
in the turbine zone, the motor will operate as a generator.
During pump or turhine operations the discharge, @, is a
function of the rotating speed, N, and the pumping head, H,
whereas the alteration of the speed will depend upon
torgue, T. In order to characterize the machine, power P
and efficiency n have to be identified. The relationships
bhetween some of these parameters in pump and turbine mode
are presented in dimensionless form through the ratio with
operational condition: with t for turbine and p pump.
Different methods can be used to estimate the best
efficiency point in turbine operation from the
manufacturer’s pump performance data. One of the earliest
avallable paper that presents such a method was published
in 1962 by Childs (Childs 1962). He stated that the turhine
hest efficiency and pump best efficiency for the same
machine are approximately egual. He further assumed that
the turbine output power for best efficiency operation was
egual to the pump input power. Hence: and

It is also assumed that @t @ p = H t H p and hence
Stepanoff (Stepanoff 1957) also proposed a method

that depends on the pump efficiency. It relates the
ratios of turbine and pump head and flow to the

hydraulic efficiency of the pump, by the following
eqguations: Since the hydraulic efficiency is not normally

known, the following simplification is incorporated: Sharma
(Sharma 1985) has developed a prediction

method (preferred by Williams (Williams 1994)), that

also uses ratios dependent on the pump efficiency. He



uses the initial assumptions, as in the method presented

hy Child (Childs 1962}, that P p = P t andn p = n t , which
results in eguation (3) and relates the two specific

speeds for pump and turbine operation by

where specific speed is defined by nst = Nt 40+t H .75
t The

following eqguations can thus be derived:

The method presented by Alatorre-Frenk (Alatorre

Frenk & Thomas 1998) is based on fitting equations to

a limited number of PAT data. The eguations are again
bhased on the pump efficiency, and are expressed in the
form Several other authors have proposed equations that
relate the head and flow ratios for pump and turbine
operation to the pump or turbine specific speed.

The method by Grover (Grover 1986) is restricted

to the specific speed range 16 < n st < 58: Hergt’'s method
is presented in graphical form in

(Lewinsky-Kesslitz 1987), which shows a range of
head and flow ratios, each given as a function of turbine

specific speed. Hergt’'s equations are As showed by
different experimental researches, the results obtained by
these relations deviate almost £26% from experimental data
(Williams 1994). As described by Mestmann and Sigh (Singh &
Nestmann 2618} the water inlet angle to the impeller in
reverse mode is eqgual with volute angle. In fact, the
volute operates as a guide channel. Assuming there is no
swirl effect at the pump discharge, the water outlet angle
from the impeller in turbine operation is equal with the
impeller inlet angle. 5o we can consider the same Euler
heads for turbine and pump modes: H pEuler = H tEuler . CDue
to the slip of finite blade number, pump and turbine
theoretical head can he written as: Where W is the slip
factor for pump operation < 1, and 1 is the slip factor



for turbine operation. The slip factor for reverse mode is
appro<imately equal to 1.6 (Chapallaz, Eichenberger, &
Fischer 1992). Considering its hydraulic efficiency, it can
he written: nap=nphnth , b =1 W with a and b
higger than 1 Since it is possible to affirm that v 2 = H ,
and including the direct and reverse flow with their
leakages @ p,1 ,Q8 t,1 The hest fit from the experimental
data brings to rewrite the chosen eguations as: with a = c
= 1.1 and b = 1.2 3.2 Proposed predicted model Derakhshan
and Yang (Derakhshan & Nourbakhsh 2e68a) (Yang, Derakhshan,
& Kong 2812) have modeled a more complex method using
experimental data to predict the best efficiency point of a
pump working as a turbine based on pump hydraulic
characteristics. In this study, a mini hydro-power test-rig
was installed, and four centrifugal pumps (n s < 68 (m,m 3
/510 were tested as turbines. Experiments showed that a
centrifugal pump can appropriately operate as a turbine in
various rotational speeds, heads and flow rates. 8 PAT
works in higher head and flow rate than those of the pump
mode at the same rotational speed. Efficiency is almost the
same in both pump and turbine modes. Combining the
experimental data provided by other autors (Derakhshan &
Nourbakhsh 2e@8a, Joshi, Gordon, & Holloway 26865, Singh
2085, Hilliams 1992)

Figure 2. Sketch of the mine structure: it is composed
mainly by two vertical pits that are crossed by two large
tunnels. Test

cases: A) one Francis turbine located at 356 m depth; B)
Two Francis turbines located at 356 m ad 266 m depth; C)
One PAT

at zaa m.

it is apparent by tests that at the same specific speed
different values for h and g may be obhtained (Yang,
Derakhshan, & Kong 2612). This leads to the conclu

sion that for smaller walues of n sp , the model based

solely on the classification of the specific speed can

not make a perfect prediction (Fig.3). It is possible to
obtain a better correlation of pre

diction than other various methods if one collects



subgroups defined by impeller diameter. Searching for
a trend line of this model through all the tests reported
with the same diameter (i.e. diameter about ©.258 [m]),
the following eqguations are found:

PAT efficiency walue floats between the walue in pump
mode proposed by the most optimistic models men

tioned before and more a mitigated approximation as
the following equation by Gulich (Gulich 2e87):

3.3 variable speed

Units with variable speed are more used, especially
for Reversible Pumps Turbines (RPTs). RFTs are
hydraulic machines designed to work either as a pump
or as a turbine depending on the direction of rotation.
Furthermore, a well-designed, compact power house

save equipment and civil costs. The use of wariable speed
in PHES represents a

valuable option to deal with off-design working caon
dition. These systems couple the motorsgenerator to
a freguency changer enabling a wider wariahle speed
pumping or generating (£12%) (Thoni & Schlunegger

2689) . Compared to a conventional configuration at a Figure
3. Experimental walue of h and g. constant speed, the
variable speed offers several advantages. It ensures a
rapid response to a daily unsteady demand of electrical
power. This technology ensures to combine in a single
machine a multiplicity of different design
configurations.Adjusting the rotation speed allows to
operate as close as possible to an optimal condition.
However, the characteristic curve or set of characteristic
curves for any turho-machine can not be determined only
theoretically (Round 26@84). Better results are ohtained by



using empirical data available from performance tests at
various speeds. Moreowver, one must always consider that the
calculations include some errors. The reference of -5% to
+16% defines the range of rotational speeds where the
affinity laws are applicable for pumps (Schoenung 28a3,
Nourbakhsh, Jaumotte, & Hirsch 2668). The affinity laws are
very useful in small speed changes, but they have become
predictive tools for YFDs (Variable Freguency Devices)
operation where changes may be more dramatic.

Figure 4. volume of stored water in the mine of the
presented test case.

Figure 5. Efficiency curve for the Francis turbine selected
and estimation of the performance of the PAT with variable
speed. Nevertheless, there are operational speed limits due
to a physical boundary of operation (e.g. cavitation,
vibrations).

4 CASE STUDY

The case study presented is based on an unconwven

tional solution for PHES: the lower reservoir is an old
mine traversed by a multitude of pits and tunnels. As

shown in Fig.2, it mainly consists of two main horizon

tal tunnels (about 14798 m 3 each) connected by two

wells (about 12566 m 3 each). The mine extends over a

depth of 566 meters (Archambeau & Erpicum 2615)

hut in this case the maximum available head used is

limited to 356 meters. Due to its relevant depth, it is
possible to outrange the nominal design conditions in

power generation mode, generally limited in a small

range of available head. The mine structure is sim



plified by secondary minor tunnels and not relevant

cavities. The upper reservoir is located at ground level.
In fact, when the gallery on the bottom is filled

(reaching a wolume of about 4966 m 3 ), the wells will

he refilled, which, due their vertical extension, guickly
reduce the available head. At the depth of 2686 meters
there is another tunnel. The water volume increases
considerably when the principal tunnels are reached

(Fig.4) at 356 meters and 288 meters depth (Fig.2). Figure
6. Efficiency trend of the turbines while generating and
filling the mine. The red sguare marks the switch of
working turbine in the configuration B. It is a sunthetic
case that can be used for preliminary pumping or turbining
phases study. Mines hawve unlikely a good geometrical
description, especially for the most ancient: in fact they
much more secondary tunnels and wells for wventilation or
additional serwvices. Moreover, the soil has its porosity
which, acting as a large buffer and prohibiting the total
filling of the mine, affects the process of pumping and
generating. Therefore three turbomachinery options are
studied for this site can be summarized as following: A) a
single power station located on the bottom of the lowest
tunnel eguipped with a Francis turbine; B) option & with a
second Francis unit at 266 m depth ready to operate once
the first is in extreme offdesign condition; C) using only
a centrifugal pump in turbine mode with wvariable speed. 4.1
Scenario A4 In the case with a system using only a single
powerhouse at the hottom of the reservoir, a Francis
turbine is selected for a nominal head of 356 m. The flow
rate used is fixed to 7 m 3 /s in order to produce around
26 MW according to the project goals. With this flow rate
value the working time is about 36 minutes hefore the
efficiency drops under the 68% due to warying head. This
power plant set (configuration A Fig.2) has to deal with
the turbine variable efficiency as the head changes with
the filling of the mine. The available head decreases while
the reservoir is getting full, faster while the vertical
pits are crossed (Fig.4). The time ranges where the
efficiency looks almost constant occur when the large
tunnels are being filled and, conseguently, the head
remains stahle (Fig.6). 4.2 Scenario B The second scenario
aims to take advantage of the specific configuration of the
mine (Fig.2). Two units have been designed: one with a



Francis turbine at nominal head of 356 meters (FrancisD35@)
and a second unit designed for 2068 meters (FrancisDzea),
hoth ready to

hetter exploit the stationary head condition provided

by the large buffering of the tunnels. A& switch point

is found on their wvariable global efficiency. It defines
the moment where FrancisD2es efficiency is higher

than FrancisD3gé efficiency (Fig.g6).At this instant the
FrancisD3e¢ shuts down while the second one starts:

this allows the system to keep high efficiency where

a system of the one machine would be in extreme off
design conditions. Hence the global efficiency of the
configuration stands mostly above 90% (Fig.a).

4.3 Scenario C

Despite the fact that the predicted power capacity for
this case study is out of the recommended range for

PATs (Derakhshan & Mourbakhsh 2668a, Paish 2e6z),

this solution could represent an important alternative.
A single stage commercial pump, matching the condi

tions reguested in turbine mode for an available head of
356 meters, has not heen found by the authors. & mul
tistage radial flow may not fit in the model discussed
bhefore: the behaviour of the first stage of the PAT will
trickle down to all the following stages, amplifuing the
effects and increasing the model uncertainty. Hence a

PAT for an available 268 meter head is chosen. The



centrifugal pump selected has an impeller of 988 mm
diameter and a discharge section of 788 mm. Based

on the selected prediction model discussed hefore
(Par.3.2) and according to the characteristic curves
provided by the pump manufacturer, its behaviour in
turbine mode is predicted. In order to maintain suf
ficiently high efficiency for large range of load, its
rotation speed is changing in the range of 1666-354

rpm thanks to a WFD. Unlike the previous scenarii, in this
option the flow

rate is depending on the wvariable availahle head accord
ing to trend-line of estimated characteristic curves,

given by the eguation (18): In contrast to a conventional
hydraulic turbine, a

PAT is not eguipped with movable guide wanes, hence
the profile of the flow rate with partial load differs from
a Francis turbine. According to eguation 18 the flow

rate drops from the highest value of 5,5 m3 /s to 2,1 m 3
£5

and this justifies also the reduced power production
compared to the previous scenarii (Fig.7).

5 CONCLUSIONS

In this report important overviews are described
regarding the possible hydraulic machinery configu
rations used in PHES. The most used but also the most
customized and expensive is the reversible machines.

PATs can offer an interesting option and, although they



do not ensure a high efficiency, they have a lower capi
tal cost.The possihle efficiency detriments of the PATs

might be mitigated and in cases off set hy the detailed
Figure 7. Power generated by the different configurations.
research conducted on forecasting PATs hehawviour and thanks
to WFD. PATs show a value of power generation reduced
compared to the other options, due to wariahle mass flow
rate over time. Concerning the efficiency, PATs supported
by thewFD are able to work more efficiently than turbines
in the relevant off-design range. The performance of
hydraulic turbines appears to be higher than PATs as shown
in Fig.5 and Fig.6. Regarding to the market, accessibility
and maintenance, dealing with a huydraulic centrifugal pump
is categorically simpler and economically more slender
(Ramos, Borga, & Simffo 2689). The pump market is well
developed and several experiences have shown that
centrifugal pumps can operate in turbine mode without any
important difficulties (Carravetta & Ferracotta 2614,
Orchard & Klos 2669, Ariaga 2616). Compared to a ternary
pumped storage system, PATs, as RPTs, have the advantages
of saving room and the conseguent excavation costs.That is
an important issue for hydroelectric plants with
power-house built deep in the ground as in the case study.
The configurations proposed for the case study had to
demonstrate the profitability of this nonconwventional PHES
plant. While the configuration B can properly operate in
steady state conditions for a longer period of time than
the other options, the configuration C guarantees a
relevant energy capacity for the mine exploitation with the
most reduced investment among the configurations. Therefore
the integration of two options may occur, giving as result
the installation of a Francis turbine designed for 35@
meters head and a PAT operating at 266 meters depth. It
would be worthwhile detecting all the structural advantages
of working with generating units located at different
avallable heads. Pipelines and excavation costs have been
volced in this regard. If this analysis finds success, it
will be reasonable to design even a third power-house
deeper due to the fact that the selected mine reaches
deeper. This arrangement might be an example to laud the
profitability of the PHES plants and revaluation of spaces
unused. PHES system hawve all the features needed for being
a suitable solution for the impelling requests of smart use
of energy. There are still guestions regarding the

economic profitability of these applications and their



social and environmental effects that still happens
for hydro-power. This paper gives an overwview of

the configurations and settings for PHES ewven in a
non-conventional case and enables further issues and
challenges for the future.
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