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Abstract

Predicting Land use change with Data-Driven Models

Abstract

One of the main tasks of data-driven modelling methods is to inde a
representative model of underlying spatial - temporal praesses using past data
and data mining and machine learning approach. As relativelyew methods,
known to be capable of solving complex nonlinear problems ath-driven methods
are insufficiently researched in the field of land use. Thenain objective of this
dissertation is to develop a methodology for predictive urbanand use change
models using data-driven approach together with evaluation of th performance of
different data-driven methods, which in the stage of finding patters of land use
changes use three different machine learning techniques: Decision B® Neural
Networks and Support Vector Machines. The proposed methodology data-driven
methods was presented and special attention was paid to diffené data
representation, data sampling and the selection of attributes,> ~*—" «f—-S2te+ V
Info Gain, Gain Ratio and Correlation-based Feature Subset) tthe@st describe the
process of land use change. Additionally, a sensitivity analysis dfe Support
Vector Machines -based models was performed with regards attribute selection
and parameter changes. Development and evaluation of the metiplogy was
performed using data on three Belgrade municipalities (Zenmy New Belgrade and

— " §,«which are represented as 10x10 m grid cells in four défent moments in
time (2001, 2003, 2007 and 2010).

The obtained results indicate that the proposed data-driven methamlogy provides
predictive models which could be successfully used for cagion of possible
scenarios of urban land use changes in the future. All threexaamined machine
learning techniques are suitable for modeling land use changeAccuracy and
performance of models can be improved using proposed baleed data sampling
including the information about neighbourhood and history in daa
representations and relevant attribute selections. Additionally,using selected
subset of attributes resulted in a simple model and with les possibility to be

overfitted with higher values of Support Vector Machines parameters
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Chapter 1. Introduction

Chapter 1.

Introduction

Land use and land cover changes (LULGlay important role in human and
physical system and have significant impact on environment at local, genal and
global scale. Land cover refers to the physical and biological cover owae surface
while land use refers to the purpose of the land in the sense @§ exploitation.
They are connected by the proximate sources of changes; humantian that
directly alter the physical environment (Meyer and Turner, 1994). Therefore,
issues regarding land use changes over large areas arer@asingly important for
many studies related to environment in general and global change iparticular
(Cihlara and Jansen}2001).

In order to use land more efficientlyin the future, one of the prime prerequisites is
information on existing land use patterns and changes in land usertiugh time
(Anderson, 1976). Understanihg the complexity of land use change and the
evaluation of its impact on the environment comprises the procedws of detection

and modeling of those changes (Huang et al., 2010).

Over the last few decades, a wide range of different types t@nd use change
models have been developed in attempt to assess and prdijehe future role of
LULC in the functioning of the earth system (Veldkamp and Lamhir2001).
Literature provides an overview of many operation models for land use changes
and urban growth (Wegener, 1994, U.S. EPA, 2000, Jones, 2005). Howegkents
for LULC models, such as urban planners and environmentabencies, have
constant need for models that would be more adequate fdheir specific needs.

Along with proper response to propagation of specific phenomenaa decisive




Chapter 1. Introduction

requirement to support sustainable growth and planning is to impove the

reliability of predictive models (Kocabas and Dragicevic, 2006).

The development of models for the analysis and predictionfaynamic geographic
phenomena such as the movement of the f ” — Siust, landslides, climate change
or land use and land cover change among others, have begused recently by
the vast availability of digital data and geospatial datasetsjew tools for data
acquisition and storage in large databases, geographic informati systems (GIS)
and related technologies. Due to a large amount of availabtkata and rapid
advances in computer technology, a need for new modeling metti®, data-driven

methods, appeared.

The data-driven (DD) methods provide the capability to develop modelling
procedures for representation of the underlying processes from histical datasets.
The focus of data-driven modelling methods is to find patters and trends or to
induce a representative model of underlying processes usingast data and data
mining and machine learning approach. As a class of methodsdwn to be capable
of solving nonlinear problems they have been successfully applied to different
dynamic geographic phenomena. However, aa relatively new approach, data-
driven methods are insufficiently researched in the field of lad use, particularly

for building prediction models of land use change (LUC).

Considering the significance of LUC modeling and the promising pot&l of data-
driven methods which was not sufficiently researched, the primaryquestion that
this dissertation answers is to what extent can certaiioD models can be used for
modelling of land use change in case of high thematic resoloti land use data.

Starting hypothesis of this dissertation was:

O feft ‘e =St [ f<Zf,Z2% tf—f ‘e Zfet —et Zfett..'"%”
horizons and on the choice of appropriate auxiliary predictors, modelingf land
use change on the area of interest can be carried out by using data-driven
«F-Stedd

~n



Chapter 1. Introduction

Therefore, the main goals of this dissertation are:

A Design and development of land use change models based onediht

machine learning techniques,

>

Performance testing of developed models,
A Appropriate validation of developed models,
A Discussion of obtained results in regard to actual land use.

The dissertation is organised in six chapters, including introductionThe second
and third chapter describe the theoretical backgrounds of landse modeling and
data-driven methods; fourth chapter presents study area; th&ast two chapters are
devoted to the presentation of the conducted experiments, analysisand

discussions on the obtained results and conclusions.

In second chapterLand use modeling is presented. Basics of predictie modeling -
the terms and objectives of modeling are introduced along ih a brief review of

the literature and different approaches for modelingof land use changes.

Theoretical background and outline of the proposed methodolgy is presentd in

chapter Data-driven methods for land use change modelling which includes

defining the problem and data representation; three machine Brning techniques -
Decision Trees (DT), Neural Networks (NN) and Support Vector Maales (SVM);
methods for attribute selection - Info Gain (IG), Gain Ratio (GRJhi-Square and
Correlation-based Feature Subset (CFS); appropriate datamspling and various
forms of the Kappa statistics. Detailed review of the liteétture regarding previous

application of data-driven methods in the land usédield is presented.

The detailed analysis of social-economic aspects of study areadgpreparation and
analysis of used data are presented in chapt&tudy area, preparation and data
analysis. In addition, assessment of similarity between planned and adal land

use maps was performed and presented in this chapter.

Results and discussions are presented in two sections. First section covers four

conducted experiments designed in order to evaluate the performance of proped
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data-driven methodology, focusing on data sampling, datasetgpresentation and
attributes selection. Model outcomes were analysed and discuskéSecond section
is focused on sensitivity analysis of SVM techniques and appropriaselection of

parameters.
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Chapter 2.

Land use change modeling

2.1 Introduction to modelling

The intention of the developed data-driven models in this diss&tion is to model
aspatial - temporal process that can be particularly used fgorediction of land use
changes. Consequently, it is necessary to define the basic theaa& background

behind the spatial - temporal model and the predictive modelling uskherein.

There are various definitions from different authors found in literaturereferring to
the term @patial - temporal modeléand they can be summarized as (Dragicevic,
2013a):

Model is an abstract, simplified or partial representation or description ofsome or

several aspects of the real world, phenomenon, process or system.

Spatial model is an abstract, simplified or partial representation or descriptionof
some or several aspects of the geographic phenomenon that nif@st in two or

three dimensional space.

Spatial temporal model refers when the simplified representation is for
dynamic geographic phenomena and uses input information on the apal and

temporal dimension.

Since the main task of this research is to create predictions ofnid use changes, it
is also necessary to define the term gfredictive modeling . One of the most cited

definitions of that term in the domain of land use modelling is:
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Predictive modelling is the process by which a model is created or chosen to try

to best predict the probability of an outcome (Geisser, 1993, page 31).

Joshua Epstein (2008) explained that prediction can be a goahdit is feasible,

<. —Zf"Z> 0< fef flec—e o—foco—c. fZ TH gt e™S
MR 78 7 frctfec.. ecarfed "7 coe—folltcofTtt S0 " P %o —:

addition, Epstein has presented sixteen reasons, beside predictionp build

models:

Explain,

Guide data collection,

[lluminate core dynamics,
Discover new questions,
[lluminate core uncertainties,
Suggest dynamical analogies,
Promote a scientific habit of mind,

Bound outcomes to plausible ranges,

© © N o g bk~ wDd P

Offer crisis options in near-real time,

10.Demonstrate tradeoffs / suggest efficiencies,

11.Challenge the robustness of prevailing theory through perturbations
12.Expose prevailing wisdom as incompatible with available data,
13.Reveal the apparently simple (complex) to be complex (simple),
14.Train practitioners,

15. Discipline the policy dialogue, and

16.Educate the general public.

Some definitions ofa predictive model describeit asd 0 fe> T c...f ‘7 eF ... Sfecee
™S¢...S %ofedr"f—Fe+ f ’71fdraungdnd Petgh<2986, pagsvv fet Of
simplified representation or description of a system or complex mtity, especially

one designed to facilita-t ... fZ..—Zf—<'es feot '"tt<.., paget@o3) fecee s{{w

thereby, the prediction presents the main goal of modelling.

However, the most appropriate definition considering the aim of tis research can

be found in the IT Glossary [ttps://www.gartner.com/it-glossary ) where



http://en.wikipedia.org/wiki/Statistical_model
http://en.wikipedia.org/wiki/Probability
https://www.gartner.com/it-glossary
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predictive modelling is defined as solutions thato S f~t f ~*”e “Mining-f
technology that works by analyzing historical and current data andyenerate a

model to help predict future ou—... ‘«1 6 a

Models can be classified in various ways. Brimicombe (2010) deéd four classes

of models loosely based on classification defined by Chorley and Haggét®67):

1. Natural analogues these are descriptive models that can be historical
(using events from past to explain present events) or spatial @ing events

from one place to explain events on another place),

2. Hardware these models use physical miniaturization of a phenomenon in
order to examine general behaviour, changes in state, infloee of variables

and etc.,

3. Mathematical - phenomenon are described using equations, functionsr
statistics. It can be deterministic (providing single solution) or stobastic

(providing probabilistic solution taking into account random behaviour),

4. Computational using code and data to expresa phenomenon and its
behaviour. They include deterministic and/or stochastic elements alongsel
heuristics, logical operators, set operators, etc. Since mostf dhe
investigated phenomena in the real world are complex dynamicrpcesses,
it is unlikely that they can be reduced to a formal mathematical adel.
Computational models perhaps offer less precision and clarifybut they

tend to offer a greater level of realism and flexibility.

Furthermore, Brimicombe adds additional descriptors for comptational models
depending on:
1. Role of time:
A Static - elements of the model are fixed over time, and

A Dynamic - variables in a model are allowed to vary in time.

2. Degree of specification of the model as a system:

A

A White box model representing a system is fully specified,

A Grey box - model representing a system is partially specified, and
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A Black box - model representing a system is not specified.

3. Way in which the model is being used:
A Exploratory - models seek to reveal the mechanism of san
phenomenon, and
A Prescriptive - models are used to provide answers (resultingutputs

based on given inputs).

Based on this classification, computational, dynamic, prescriptive andhite (DT)

or black box (NN and SVM) models were used in this research.

2.2 Land use change models

Land use changes ultimately affect' ———"1 ...Sfe%te <o —St f"—Sie

consequently have great implications for subsequent land use ahge (Agarwal et
al.,2002). Land use has been often considered adocal environmental issue but it
is now known that it is one of the main contributors related toenvironmental
degradation and climate change at global levels (Foley et &005, Lambin and
Geist, 2006). The issue of LUC have becona®m important part of several
international programs such as the International Geosphere - i@sphere
Programme (IGBP), International Human Dimension Programme on dhial
Environmental Change (IHDP) and NASA's Land Cover and Land Usarge
Program (Cheng, 2003, Zhao et al., 2011). Modelling of CUs conducted at
different time and space scale levels and was the subject of study in marmyesitific
fields including: geography, urban planning, geo-informatiorscience, ecology and
land use science (Verburg et al., 2004, Agarwal et al., 2002, Turtiek. et al., 2007).

Land use is determined by the spatial temporal interaction of human and
biophysical factors (Veldkamp and Fresco, 1996). Agarwal et. 42002) proposed
an analytical framework for the categorization and summary ofand use change
models based on scale and complexity of the modby taking into consideration
space, time, human and biophysical factorhe scale of a model is defined by the
temporal scale (time steps and duration), the spatial scale (spatiresolution and

extent) and scales of human decision-making (agent and domain). Resfively,

8

N«
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model complexity can be represented with an index that considers ghcomplexity
of time (number of used time steps), space (spatial dimensicaand neighbourhood)
or human decision-making (level of influence on human decision-nking

processes).

Therefore, land use change isa very complex class of dynamic nonlinear
geographic processsthat is dependent on many factors. Based on the conclusions
of Lambin and Geist (2006), the causes of land use change candivided into two

categories:

Proximate (direct, or local) causes explain how and why local land cew

and ecosystem processes are modified directly by humans, and

Underlying (indirect or root) causes explain the broader context and

fundamental forces underpinning these local actions.

Some of the commonly associated causal factors (attributes) usadthe modelling
of land use change are: demography (population size, growtlr density),
accessibility (distance to city center, road, markets), economic (hougiand
prices, job growth), social (affluence, human attitudes and va#s), physical
characteristics of terrain (slope, elevation and aspect), biologicaharacteristics of

terrain (soil quality) and many others.

Being complex and diverse in nature, the modelling of LUC isddficult task and
can be solved using different approaches ranging from the Masv model (Turner
M.G., 1988, Muller and Middleton, 1994, Lépez et al.,@0, logistic and multiple
regression (Wu and Yeh, 1997, Theobald and Hobbs, 198;hneider and Pontius,
2001, Hu and Lo, 2007), fractal (White and Engelen, 1993; &h) 2002,
Triantakonstantis, 2012), cellular automata (Clarke et al., 2%, White et al., 1997,
Stevens and Dragicevic, 2007) to more recently, agent-based mési¢Castella et
al., 2005, Brown et al., 2005, Xie et al., 2007, Kocalzaxl Dragicevic, 2009). The
brief theoretical backgrounds of the two most popular approahes are presented

below.
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Cellular automata (CA) has a long tradition in land use change modeling. In the
Zf-1% s{ohiievon Neumann and — f <« Z f ™ Averg fhe first to develop CA.
Several decades later, Waldo Tobler (1970) presented remech in the simulation
of population increase based on the cellular model. He essed another very
important study in which he used the CA for the consideration ophysical
phenomena (Tobler, 1979a). Helen Couclelis (1985) first refeed to Tobler's work
in the context of linking raster models and CA, claiming that thachievements of
CA and systems theory could be combined and applied in urbaand other
geographic systems. From that time CA was used @arange of land use change

issues.

CA presents an effective bottom-up simulation tool for modeling dynamic
processes. It is defined through five components: the grid space, the neigbrhood,
the finite set of states of each individual automaton, the transitionules, and the
timestep ( f< feT 7 f % <O ) d@&studg qrea is commonly presented as
lattice of cells (individual automata). Each cell exists in one of a fia set of states,
and its future states depend on transition rules considering the Il
*f¢%S,'"S"'ta Sttt 't “fr< —e U StelStabfecfle's 7%

chain, fuzzy logic, artificial neural network, etc.).

Agent - based model (ABM), with CA, presentsa bottom-up approach for
modelling processes and it is based on complex system theor¥he process of
modelling is carried out by agents (O'Sullivan and Haklay, P0). Agents are used
to represent entities and to make them communicate and interact witleach other
and/or with their environment . One of the main characteristics of the agents
autonomy, which can be defined as a control over their beh@amur and internal
states in order to make decisions and achieve goals (Dragicevid)13b). The
formal definition of agent-based-modelling applied by Gilbert (2008, page) is
that ABMisaod..‘'s'——f—«<'ofZ ¢t—-S't —Sf— tef,Zte [ "Festffd..St" -
and experiment with models composed of agents that interact withinan
N L o ™HTE o— .. T o« " fiellZ0f Ignd hsetfor variouS T

problems including land use planning and urban growth (Matthers et al., 2007) A

10
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new approach was recently developedy linking CA and ABM in order to better

explore urban growth (Sudhira, 2004, Torrens, 2006).

The DD methods represent a relatively new approach in the fieldf land use
change. The detailed review of the literature with regards taapplication of DD
methods in the land use field is presented in- S Data-driven methods for land use

change modelling&chapter.

11
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Chapter 3.

Data-driven methods for land use

change modelling

The modern world can be considered asflata-driven 6due to the availability of
large amounts of data, numerical figures and other bits of information in #ndigital
format. Data must be analysed and proceed into a form that informs, instructs,
answers and aids the understanding of the real world and dedétsn making
processes (Kantardzic, 2011). Data-driven methods offer the alty to develop
modelling procedures that are based on historical datasets andre analysed for
representation of change processes. Therefore, the main taskf data-driven
modelling is to find patterns, trends or to induce a representsgon of natural
phenomenon Additionally, according to Shahab Araghinejad (2014), somef dhe

purposes of data-driven modelling are:
~ Data classification and clustering,
Function approximation,
Forecasting,

Data generation,

General simulation.

Data-driven methods present entire discovering procedures for th@rocesses that
are being investigated: defining the problem, collecting and pparation of data,
analysing data, finding /extracting/ learning patterns or building a model,

validation and analysis of results and implementation of the mults (Figure 3.1).

12
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DATA-DRIVEN METHODS

/ MACHINE LEARNING \

Defining Creating Analysmg Building Validating Using
process database model results model
S
%

DATA MINING

Figure 3.1 Data-driven methods as discovering procedure.

Data mining methods are often usedo analyse and learn patterns that can be

retrieved from data already present in extensive databases (Fayyad dt,a996).

Furthermore, Data mining (DM) uses Machine learning (ML), patte recognition

or statistical techniques to learn these patterns.

It can be seen thatDD methods encompassML and DM approaches (Solomatine,
2002). ML and DM use existing data which describe the phenomenhioterest to
learn the unknown relations between input and output variablesThese continual
and/or categorical variables can be processed often without explicknowledge of
mutual interactions. ML techniques include many methods with different kinds of
learning algorithms. In this dissertation, ML techniques, such as Decision Tregs

Neural Networks and Support Vector Machines are used for LUC modeling.

Data-driven methods have been successfully used in many fieldsch as medicine
(Khan et al., 2001), biological engineering (Benedict and Lauffenlger, 2013),
biology (Knudby et al., 2010), chemistry (Zhou, 2004), economy (ldng Z.et al.,
2004), engineering and manufacturing (Paliwal and Kumar, 2009Moreover, they
have found application in geo-sciences such as hydrology foraglicting runoff and

management of river basins (Solomatine and Ostfeld, 2008), geglofor prediction

13
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of landslide hazards (Tien Bui et al., 2012, Marjano®@et al., 2011) and remote

sensing for image classification (Bischof et al., 1992, Friedl and Brodley,910.

One of the firstDD methods used for modelling changes in land use were basen
NN that was often coupled with cellular automata approaches (Yeband Li 2003,
Liu et al, 2007, Almeida et al. 2008, Thekkudan, 2008Mahajan and
Venkatachalam, 2009) or GIS (Pijanowski et al. 2002). Applicatis of DT (Li and
Yeh, 2004) and SVM (Yang et al., 2008) were used as noeth for constructing
transition rules for cellular automata models of land use chaye. The use of DT and
SVM methods in the field of LUC are starting to draw morettantion in the
research community (Okwuashi et al, 2012Charif et al., 2012, Triantakonstantis et
al., 2011). Although interest in the application of these metids in the field of land
use change has been growing over the last few years, tba&pability of DT, NN and

SVM to predict land use changes have not been significantly explored.

3.1 Ouitline of the proposed methodology

The main objective of this dissertation is to develop a methodagy for building
predictive models in urban LUC environment using DD approach. Fermance
evaluation of the proposedDD methods was accomplished using different data
representations, data sampling, differentML techniques (Decision Trees, Neural
Networks and Support Vector Machines) and different attribute sektion methods

(\2, Info Gain, Gain Ratio and Correlation-based Feature Subset).

The methodology itself is finally shaped and specified aftethorough analysis of
the results presented in the fifth chapter. The results provide basis for the
verification of the proposed methodology and each of thBD methods. The results
also enabled drawing conclusions that are vital for successfapplication of each
method in terms of selection of appropriate data representation, data sapling, ML

techniques and different attribute selection methods.

Proposed methodology is presented in Figure 3.2 and it carelapplied on many

spatial - temporal phenomena.

14
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EachDD method contains seven stages:

~

(1) Defining the problem/objective,
(2) Collection and preparation of data - creating database,

(3) Data sampling selecting appropriate datasets for building and

validating the models,

(4) Data analysis - finding best describing LUC attributes,
(5) Building the models application of ML techniques
(6) Validation of the built models,

(7) Using the best performing model.

The objective ofa DD model is to predict urban land use changes. The probleni o
LUC prediction can be formulated as a classification task, in whiténd use classes

represent the output of the model (section 3.2

Spatial - temporal processes, such as LUC, present vargmplex non linear
problems and they depend on many different factors (attributes). ferefore, in
order to define the distribution of those factors ona study area for several
different moments in time, it is necessary to creata database in GIS environment.
GIS database creation, which represents the second stage oé tmethodology, is
represented in chapter 4. Data from this database are used create training and

test datasets which are necessary to built and validate model.

As DD methods deal with very large data volumes, it is necessato sample the
data in order to obtain smaller, independent data frames, king into consideration
both training and test datasets for creation of representative gaples for model
building and validation. Proposed data sampling, which represnts the third stage

of the methodology, was presented in section 3.4.

15
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Figure 3.2 Proposed methodology.
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One of the key characteristics ofDD methods is the choice of dataset
representation and the choice of appropriate attributes for themost informative
representation of real-world entities and the problem situation (section 35). There
are a lot of attribute ranking and selection methods and techniqueshich can be
used in the fourth stage. Four attribute ranking methods were@sed and compared

in this research.

o 13 Zfcott f— =St ,t%ocseco%o ‘T —Sce . SFEITaCE—~FIL 0ZFf
temporal process (model building stage) DD methods use one of manyML
techniques. ThreeML techniques (section3.3) were used and compared in the fifth

stage of the proposed methodology.

The sixth stageimplies validation of the built model. In order to validate built
models, the actual and predicted (outcomes of the model) landse maps were

compared and various map comparison measures were used (section 3. 6

The last stage of the proposed methodologgssumes the use of the best performing
model. As shown in chapter 1 and 2, the purpose of thend use change prediction
modeling can be various and it depends on attributesised for modelling, itsscale and

complexity.

Theoretical background of the proposed methodology is cometely presented in

following sections of this chapter.

3.2 Defining the problem and data representation

The modelling of LUC usingDD methods assumes the transformation of physical,
socio-economical, neighbouring and other related data for eaamit cell into an
appropriate data representation for the area under consideratin. The study area
is represented as a grid of cells, often registered as rastbased GIS data layers,
where each cell (pixel) has a rectangular shape and is unigyddentified with its
accompanied attributes and land use class. Several GIS dagels of the study

area at different moments in time are required for buildingthe prediction model.

17
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When the datais organized in the previously described fashion, the functionfdghe

land use change can be derived based on the varioMd techniques.

The corresponding learning problem could be formulated agollows: each cell
(instance is represented as ann-dimensional vector xt, where coordinate X
represents the value of theit" urban attribute associated with the cellxt (xt=<xty,
X, & &&>). Further, let C= {c1, c; A& } be the set ofk predefined land use classes
and y*1 « C land use class oft in time t+1. A function applied over eachxt from
the grid representing the study areaf,: Xt Wyt is calleda prediction if for eachxt
holds that f, (xt) = y*1 whenever a cellxt changes its land use to the clagsg'l « C
Values from C are usually mapped into natural numbers witeach representing a
particular land use class and are commonly referred as tget attributes when

predicted in the form of yt*1,

The ML techniques try to find a functionfp ithat is the best possible approximation
of a real unknown functionf, using only the training dataset in which all attribute
values and land use classes are known in advance and are g to a specific

learning method.

Finding the function f, idefines the well-known classification task in which classes
represent land use classes to bpredicted at time t+1 and input values represent
attributes of grid cells at the previous timet. Various ML techniques could be

applied to solve the problem at hand.

In order to build the predictive model, one needs a dataset ntaining grid cells
with accompanied attributes at timet 1 (past) and corresponding land use
classes at timet (present) in the form of (xt1, y ), k+ s &t ,awhere N is the

number of cells. This dataset is called taaining set Srfor the study area.

The goodness ofpias a classification function is measured through its capacity to
predict (classify) future changes kt, y*1). In order to evaluate the goodness d} | a
separate test setSre in the form of (xt, y*1)i, k+ s & tM dsdused to compare the

predicted and the real land use classes at tinme-1.
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In order to better understand the need for all of the stages in the modelingrocess
methods of ML will be explained first (section 3.3 followed by the data sampling
(section 3.4), selection of attributes (section 3.5) and validationfanodel (section
3.6).

3.3 Machine learning techniques

In the 19 w r Tar early pioneer in the field, Arthur Samuel, developed thfirst self-

learning program for the game of checkers (Samuel, 19% He defined machine

Zif7eco%o fo f O <ftZt 7 e——1> —Sf— %doTldarn withdutbeihje —St f,<Z
18 Z¢...<—7Z> " %Sfmoent 12613) Over the past 60 years the study of

machine learning has grown and many definitions were created. 8@ of the most

cited are:

By Herbert Simon in 1983: 0 Ff”s<*%0 Tfe'—fe ...Sfe%otes te —St e5e—
are adaptive in the sense that they enable the system to do teame task or

—feee TVf™e "7ie St efetr " —Zf—c'e o "i8E " ketAG T2 —
(Egresits et al, 1998, page 323),

By Tom Mitchell (1997, page 2): €omputer program that improves its
performance at some task through experiencédda ‘"% '"f..A<3Z> 0
computer program is said to learn from experience E with respedb some
class of tasks T and performance measure P, if its performze at tasks in T,

as measured by P, improves with experience B.

Machine learning techniques can be used to solve different types pfoblems
including: Classification Regression Numeric prediction, Clustering, Association
and Concept description. However, I ML techniques can be divided into
supervisedand unsupervised The learning technique is supervised ift 0 Ztg6 e
with the actual outcome for each of the training examples (foclassification,
regression and numeric prediction). Oppositly, the technique is unsupervised (for
clustering) if the outcomes arenot provided (the training examples do not include

the output values).
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In this dissertation, following supervised ML techniques have been considered:
Decision Trees, Neural Networks and Support Vector Machineghe theoretical
backgrounds of theML methods used within this body of work are described in

detail in the following sub sectiors.

3.3.1 Decision Trees

Decision Tree isa simple but powerful method used for classification and
regression. Thereis a number of different DT learning algorithms for classificatin:
CART (Breiman et al., 1984), ID3 (Quinlan 1986) and C4.5 (Quinld®93). In this
dissertation the C4.5 decision-tree classifier was usedt classifies instances
described with a set of attributes by testing the value of onparticular attribut e &
per node, commencing from the root of the tredattributes are urban parameters
a = X observed at timet). Testing then follows a certain path in the tree structure,
which depends on the tests in previous nodes, and finally reach@ne of the leaf
nodes labelled with a class label. Each path leading frothe root to a certain leaf
node (class label) can be interpreted as a conjunction of tests wving attributes
on that path. Since there could be more leaf nodes with thersa class labels, one
could interpret each class as alisjunction of conjunctionsof constraints for the

attribute values of instancesfrom the dataset.

The tree construction process performs areedysearch in the space of all possible
trees starting from the empty tree and adding new nodes in ordeto increase the
classification accuracy on the training set. A new node (candidate attributest) is
added below a particular branch if theinstances following the branch are
partitioned after the candidate attribute test in such way that thedistinction
between the classes becomes more evident (FiguB3). A perfect attribute choice
is discerned if the test on attributea; splits the instancesinto subsets in which all
elements have the same class labels (those subsets becoleaf nodes), Figure
3.3a. On the other hand, the worst attribute choice can be discerned ifelinstances
are distributed into subsets with equal numbers of elements ddonging to different
classes (Figure3.3b). Hence, the root node should be tested against the most

informative attribute concerning the whole training set.

20



Chapter 3. Data-driven methods for land use change modelling

Figure 3.3 Choosing the attribute in the internal node of the growing tree; a)

perfect attribute choice, b) the worst attribute choice.

The C4.5 classifier uses the Gain Ratio (GR) measure (Quinla®86) to choose
between the available attributes and is heavily dependent on theotion of entropy
(Shannon, 1948). Therefore, GR effectively measures the cajta of an attribute to
split the input set into sets with lower Entropy concerning classlabels of
containing instances(land use of grid cellsxt=<xt1, X, & &&>). Figure 3.4 explains

the calculation of Gain Ratio.

Figure 3.4 Calculating Gain Ratio of an attribute in the internal node of the

growing tree.
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Let S» be the set ofN instances for which the preceding test in the parent node
forwarded them to the current node. Further, letn; be the number of instances
from Sn that belong to class:, i=1,..K. The entropyE(S») is defined as a measure of

impurity (with respect to the class label) of the set  as:

n
v (3.1)
The entropy of the system is zero if all instances belong to treame class. On the
other hand, if all classes are equally present, the entrogg a maximum (logk). In
the case of this research, the setting A denotes the candidate rdttite of an
instance x. Since assumption A is categorical and can takedifferent values K,
Kaa, there are n branches leading from the current node. Eacho$ =i
represents the set of instances for which A taks —S1t ~f Zhedinférmative
capacity of A concerning the classification intok predefined classes can be

expressed using the notion ofnformation Gain(IG):

S A d

IGS,,A ES, l = —ES,A Q. (3.2)
0Q..Q N

In Equation (3.2) |Su =K  "1'7"tefe—e —SI e—e cBY in"theesetf

Su *K fetow *K <o =St fe—"> " _Sf— ofEquatipd B.D-Zf-FT — e«

The higher the IG is, the more informative attribute A is foclassification in the

current node, and vice versa (Mitchell, 1997).

The main disadvantage of the IG measure is that it favouegtributes with many
values over those with fewer. This leads to wide trees witmany branches starting
from corresponding nodes. Complex trees with lots of leafiodes lead to models
that are expected to overfit the data (it will learn the anomalies ahe training data
and its generalization capacity, i.e., the classification accuracy on ees instances
will be decreased). In order to reduce the effect of overfittig, C4.5 further
normalizes IG by the entropy calculated with respect to the aibute values

instead of class labels$plit Information) to obtain the Gain Ratio(GR):
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Syt A Syt A
sis,a 1 BwA 9 SuA 4
0@ N N
(3.3)
GRS, ,A m
SIS, A

in ?

C4.5 uses GR to drive the greedy search over all possibiees. If the attribute is
numerical (this is the case for most attributes in our application) €5 detects the
candidate thresholds that separate the instances into different classeLet (A, 9

pairs be (50, 0), (60, 1), (70, 1) (80, 1), (90, 0), (100, 0).4G identifies two

thresholds on the boundaries of different classes: A<55 and<85. The variable A
now becomes a binary attribute (true or false) and the same Gprocedure is
applied to select from among the two thresholds when considerm the

introduction of this attribute test into the growing tree.

The CA4.5 uses the so-callegost-pruning techniqueto reduce the size of the tree
(i.e. complexity of the model). After growing a tree that classifieall the training
examples as well as a possible (overfitted model), a prodere is performed to
remove and/or join some nodes yielding a tree that shows g behavior on the
training set but is more general for the problem domain. The are many variants
of the pruning technique but all of them can be compared with # adjusting
parameter Cin the SVM algorittm (explained in 3.2.3) since both techniques trade-
off the training error versus the model complexity in order toincrease the

generalization power of the induced classification model.

The ability of DT to interpret the derived model as a set oFl THEN rules enables
a domain expert to have a better understanding of the problerand in many cases

could be preferable to functional methods such as SVMs and NN.

3.3.2 Neural Networks

Neural Networks, which are also known as@” — <~ < .Nefral detworks (ANN), are
based on the logic of biological nervous systems (FiguB5). The firstto introduce

the idea of the mathematical model of biological neurons were neuropsychiast
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Dendrites=Input; Synapse=Weight (w); Soma=Atrtificial meyrAxon=0utput

Figure 3.5 Similarity between a) Biological neural cell and b) Artificial neuron.

Warren McCulloch and mathematician Walter Pitts in a publication "A lgical
Calculus of the Ideas Immanent in Nervous Activity" in 1943 (@aham, 2002).
Another contribution for development of neural networks was male by Donald
Hebb in 1949, who postulated the first rule for self-orgaized learning (Haykin,
2009). Using the McCulloch-Pitts model and the Hebb rule, &mblatt (1958)

presented theperceptron, the simplest Artificial Neural Network.

The perceptron consists of a singlenode (artificial neuron) (Figure 3.5b) and
presents a binary classifier and can only classify linearly sepgble cases with a
binary target (1, 0). The inputs to the neuron Xi, X2, ...,xn) are multiplied by
corresponding connected weights Wi, wz, ...,wn) to form the weighted sums

(Equation 3.4). The weighted sum of inputs is then passed throbgan activation
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function,f(s)a —* ""*t—..1 =St i —""'¢ie(Equation-3-5)s K¥ae pum is

above the threshold Ethe perceptron is activated (value of function is 1):

s : WX, (3.4)

il

. dif !

difst 7. ° |

Sitsdr’ @ (3.5)
if : W % 7dO

o~

w X T7!0

[

y fs

In order to eliminate the threshold Efrom Equation 3.5 a set of inputs to the
neuron is often expanded with the additional constant input attributexo = 1 and
the associated weightwo (Jain et al., 1996). This additional input is called thbias,
b. Therefore, with bias, Equation 3.4 becomes:

S :Wi % T :W % bow, X oW X W, X, ... W, X, (3.6)

Activation functions that are commonly used are presented in Table 3.1.

Table 3.1 Some types of activation functionf (s).

Threshold Piecewise-Linear Sigmoid Gaussan
dif s t%
dif s !0 2 1 (s A°
fs - sif Lis1 1 1 fs —e 2V
%ﬁsdofs E@Ifz.s. > fs 1 o° J2sv
Lif s d 1
2

Neural networks can be divided into two groups, based on theonnections

between the neurons (Jain el al., 1996):

~ Feed-forward the data from input to output units is strictly feed-forward. In

other words, signals can only travel in one direction.

25



Chapter 3. Data-driven methods for land use change modelling

~ Feed-back (Recurrent)the data from input to output can travel in both

directions, using loops and all possible connections between neurons.

In this dissertation, the Multi-layer Perceptron (MLP) neural netwok defined by
Rumelhart, Hinton, and Williams (1986a) was used. The MLP isfeed-forward
neural network and one of the most widely used ANNs (Pijanowslet al, 2002).
The MLP is comprised of an input layer, one or more hiddeayers and an output

layer (Figure 3.6).

Figure 3.6 Schematic representation of a MLP classification network for a) two

classes and bk-clases k>2.
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In the simplest two class case (0 and 1) the output layer consistdf only one
neuron with a sigmoid activation function (Figure 3.6a) The network is trained
with labelled examples from a training set using the well-kown back-propagation
algorithm (Rumelhart et al 1986b). In the first iteration of the algorithm, each
initial weight has a randomly chosen value (based on a normalistribution with
zero mean). In each iteration every training example (urban grigell) in the form
of xj=<x1, X2 & aX> is propagated through the network and the outputs are
compared with the desired valuesy;= 0 or 1). For that purpose an error functiore

is defined to be:

m
N

y, fs Z°. (3.7)

Sincef(s) is a function of all network weights,E=E(w) represents a surface in the
space of the weightsw. The back-propagation algorithm uses gradient descent
approach to move on the error surface in the direction of theabtest decrease of
the function E. Using gradient descent each weight is updated with increment
wi=-Ys Yy™vhere Ddenotes learning constant (a proportionality parameter
which defines the step length of each iteration in the negative gdient direction).
The training is finished after a predefined number of iteratbons or when the error

on a separate validation set could not be decreased anymore (Figure 3.7).

Figure 3.7 Stop criteria for training NN using validation and training sets.
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LUC models in this research deal with more than two land asclasses K) (Figure
3.6b). For multiclass problems, MLP contains one output nean for each class.
Each training example should be accompanied with a binary vector consisting df a
zeros, except on the place that corresponds to the related ctad herefore network
outputs are no longer independent of each other and the sigmoiflinction is no
longer appropriate for the output layer neurons. ClassificatiofMLP usessoftmax
activation function in which the output of the neuronk depends on all network

outputs and the sum of the outputs equals to:1

Sk

e

f(s0) : (3.8)

I a5
| ©

o]

Network is trained using the sameback-propagation method except that the error

function is defined to be:

E : Y, In f(s,). (3.9)

3.3.3 Support Vector Machines

Originally, the SVM method (Vapnik 1995, Cristiani and Shawe-Taylor, 2000)
was designed as a linear binary classifier that permitgistancesto be classifiedas
only one of the two classes. However, one can easily trangforan n-classes
problem into a sequence oh (one-versus-all) orn(n-1)/2 (one-versus-one) binary
classification tasks by using different voting schemes that lead @ final decision
(Belousov et al., 2002). Given a binary training seki yi), x *R", i *{-1,1},i + sani,a
the basic variant of the SVM algorithm attempts to generate a&garating hyper-
plane in the original space o coordinates (& parameters in vectorx) between

two distinct classes (Figure3.8).
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Figure 3.8 General binary classification caseh; wx+b=0; h1: wx+b=1;

ho: wx+b=-1). Shaded points represent misclassified instances.

During the training phase, the algorithm seeks out a hypeptane that best
separates the samples of binary classes (classes 1 arid. Lethi:wx +b=1and h
wx +b= 1 (w,x *R", b *R) to be possible hyper-planes such that the majority of
class 1 instances lie aboveih(wx + b > 1) and the majority of class 1 fall below h1
(wx + b < 1), whereas the elements belonging to ) hy are defined as Support
Vectors. Finding another hyper-planeh: wx + b = 0 as the best separating (lying in
the middle of hy, h1) involves calculatingw andb, i.e., solving the nonlinear convex

programming problem.

The notion of the best separation can be formulated as findinthe maximum
margin M between the two classes sincé = 2||w||-? maximization of the margin

leads to the constrained optimization problem of Equation3.10):

minSw[* C! H
whb 2 |I

(3.10)
w.r.t:1- H-y (w X+b) dO,- #d0,i =1,...m.

Despite having some of the instances misclassified (FiguBe), it is still possible to

balance between the incorrectly classified instances and the width of éh
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separating margin. + —Sc<e .. ‘e—18-4 —S1t '‘ec—< fandAlfe pendlty’<f,Zte B
parameter C are introduced. Slacks represent the distances between the
misclassified points and the initial hyper-plane, whereas paranter C models the

penalty for misclassified training points that trade-off the margn size for the

number of erroneous classifications (the bigger theC the smaller the number of
misclassifications and smaller the margin). The goal is to find layper-plane that

minimizes the misclassification errors while maximizing the margin baveen

classes. This optimization problem is usually solved in itdual form (dual space of

Lagrange multipliers).

*

w :L?yixi,CtL?tO,i 1,.m, 3.11)
il

where w* is a linear combination of training examples for an optimal hyper-plane

However, it can be shown thatw* represents a linear combination of Support
Vectorsx "7 ™S«<..S —-St ..'"7tagranpien¥muttpliers are non-zero
values. Support Vectors for which th& p = 0 condition holds belong either to h
orh-i. Let xand x be = ™* ¢— | S —""""— 1,4p3"0) for which ya= 1
and y» = 1. Now b could be calculated fromb* = 0.5w*(xa + %), so that the

classification (decision) function finally becomes:
f x sgn:L?yixi~x b . (3.12)
il

In order to cope with non-linearity even further, one can propse the mapping of
instances to a feature space of very high dimensionl: R*\ d n<<d,ie.x \ T
(x). The basic idea behind mapping into a high dimensional spaceta transform
the non-linear case intoa linear form that can then be applied to the general
algorithm already explained in Equations 3.10-3.12). In such space, the dot-
product from Equation (3.12 —"fee"""ee coex' TT Xx). A certain class of
functions for which k(x)y £ 7Tx) Ty) is true are called kernels (Cristianini and
Shawe-Taylor, 2000). They represent dot-products in higldimensional dot-
product spaces (feature spaces) and could be easily computatto the original

space.
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In this dissertation, a Radial Basis Function kernel (Equatio®.13) also known as a
Gaussian kernel (Abe 2010), gave encouraging results and waglemented in the

experimental procedure.

kxy exp Jx y||2. (3.13)

Now Equation(3.12) becomes:
f x sgn : Dykx, X b. (3.14)
il

In Equation 3.13, @s used to control the radius of influence of each trainingoint
~er ™M S ¢ .is § nen-zero value (support vector) to the classification outcom If @
increases then the number of support vectors for which the rated summand in
the expansion given with Equation3.14 has a non-zero value decreases. Therefore,
increasing the parameter @ver a certain threshold whenCis kept constant, leads
to a more complex model (overfitting) since the shape of a decision surface is rao
influenced by local support vectors. Smaller values for@produce smoother
surfaces (classification outcome depends on many support vectors)u&essful
SVM models require the optimal combination o€ and @n the process of training.
These parameters can be found in the process of cross-vaidttbn in which a model

is trained on a portion of the training set and validated on the remaining part.

3.4 Data sampling

As DD methods deal with very large volumes of data, ig required to sample the
data in smaller sizes as representative samples for molbuilding. It is necessary
to create sample data that are large enough to contain significamformation

required for modelling yet small enough to enable feaslb computational
processng. There are lots of sampling techniques, however, the rsiocommonly
used technique in the LUC field (Yang et al., 2008, Lakdsak, 2010, Okwuashi et
al., 2012) is random sampling. A random sample implies thdhe instances are

randomly selected (all instancedave an equal chance to be selected).
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In many cases land use change modelling deals with a largm@unt of data in
which changes occur within a small percentage of the whole stycarea. Hence, if
random sampling technique is used to create a training set thaulit models would
be biased to predict the majority class (no change). Consideringe whole study
area containingN cells,n << N cells were sampled in order to build the training set
(X1, yt ), k£ s &t dhe training set contained all changed and an equal numbeir o
unchanged cells that were uniformly distributed over the areathereby preserving
original distribution over the classes. This balanced dataset wdad produce more

realistic predictive model with less bias towards the majority class.

In addition, high agreement between the predicted and the actualass measured
by a single metric like kappa statistics does not necessarily indicate an accurate
model in cases when the study area contains a small percengagf changes (van
Vliet et al. 2011). Hence, it is necessary to select only the saebsf all cells at timet
to form the test set (%, y*1), k + s & tilaa<<N using the same approach as for the

training set.

The proposed sampling approach obtainsa more realistic dataset for model
creation and its evaluation. The approach was tested in one of the experimertkst

were carried out in the dissertation.

3.5 Attribute selection

The process of land use changes is complex and influenced by many factors such a
physical, social and economical factors (Geurs and Van Wee 20®4ckett et al.
2001). There are many attributes that describe the process, but usuglthe main
problem is the availability and quality of those data. Commmy used attributes
include distances (to transportation networks, schools, industry, comercial and
shopping centres and other objects of interest), slope, popation and

neighbourhood description.

However, irrelevant attributes often confuse the learning processnd therefore it

is appropriate to perform the attribute selection process. Thamnain idea behind
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attribute selection is to choose a subset of informative attribtes by eliminating
those with little or no predictive information (Kim et al. 2003). The four main

reasons to perform attribute selection are:
Improving accuracy of the model,
Reduang model complexity,
Reducing overfitting,
Redudng the time required to train (learn).

The method for attribute (also known as feature) selection caibe classified into
two types: the wrapper and filter method. TheFilter method is independent of the
used ML technique and ranks each attribute according to some metric, seleng
the highest ranked attributes The Wrapper method, on the other hand, uses the
selected method of classification itself. Th&L algorithm used is wrapped into the
selection procedure (Witten et al., 2011) using cross-validatiorio calculate the
benefits of adding or removinga particular attribute from the used attribute subset
(Das, 2001). Both methods have advantages and disadvantagé3as, 2001,
Talavera, 2005Zhu et al., 2007); however, in this dissertation severaliffierent

filter methods were used and corpared.

There are a lot of attribute ranking and selection methods and tediues.
Attribute ranking methods rank attributes independently of each otheraccording
to their measure of association withthe land use class (the nature of the measure
<o T TE"Fe— fe'e% —St ef-S'ted <&t SHince'tHeb@ Mmettods™*”
produce a ranking, an additional method must be used to selettie appropriate
number of attributes (most informative subset of attributes). h this dissertation
three ranking methods were —+1 % INfo Gain and Gain Ratio andecursive
attribute elimination method (Witten et al., 201} is performed. By using the
recursive attribute eliminationmethod, a subset of the most informativattribute is
obtained in the following manner: build a model using one fothe ML techniques
(DT, NN or SVM) with all attributes and perform the validation bthe obtained

model. In the following steps, the lowest ranked attribute is removedand the

33

\Y,



Chapter 3. Data-driven methods for land use change modelling

process is repeated until all attributes have been removedlhe obtained results
are compared and the firstm (m<n) attributes, for which the model obtains the

best results, are selected.

In addition to these three ranking methods,a Correlation-based Feature Subge
selection method was used. Since this method automatically determinesabset of
relevant attributes, it was not necessary to perform arecursive attribute

elimination method.

In the following — 1 SZ-and Correlation-based Feature Subset are described, since

the Info Gain and Gain Ratio were described in detai section 3.31.

3.5.1 Chi-Square ¥)

Chi-Square evaluates attributes based on the¥ statistics which tests the
independence between an input attributeA and the class attribute C (land use
class). Continual attributes are discretized inta several number of intervals after

sorting their values.

Letin Q; be the number of observed instances (raster cells) having thealue of the
attribute A=a; (or value from thei-th interval if A is continuous) and belonging to
the class C =jcFurther let E; be the corresponding expected number of such
instances under the assumption that the attributeA and the classC are mutually

independent. The ¥ statistic is then defined as (Liu and Setiono, 1995):
Ik O E. 2

[ I B (3.15)
ill ! 1 E;

£

where | is the number of 7« t<""1”"1e— infefvalsy and k is the number of
classeslIf A and C are independent then the expected frequency is calculdteased
on:

£ na na

” N (3.16)

where ng; is the number of instances for which A =jaand ng is the number of

instances belonging to class jc The statistical degree of freedom for this
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problem setting is equal to k-1) {I-1). After lookup in the table of ¥ statistics it

Co Cteec 7E = fo f'— " "t Ef..— 8% <otftette. at S —Stete

In principle, higher values of ¥ indicate stronger dependence between the two

attributes.

3.5.2 Correlation based Feature function (CFS

The Correlation-based Feature Subset (CFS) (Hall and Smit898) evaluates a
subset of attributes (features) by considering the individual préictive ability of
each attribute along with the degree of redundancy among then&ince the CFS
ranks the subset of attributes according to a correlation baseldeuristic evaluation
function, this method favours the subsets of attributes that ardighly correlated
with the land use class and uncorrelated with each other. Aitesorting all
attributes according to their respective correlation with the clas, attributes are
added to the subset beginning with the most correlated one. Theext attribute is
added if it has a higher correlation with the class than withany other attribute
already in the subset. The method is therefore capable to mmatically determine

a subset of relevant attributes.

In order to get information on how predictive a group of attibutes is, CFS

calculates the heuristic tnerit" of an attribute subset Swith k attributes:

K,
il (3.17)

[k kk 1F,

where 1, is the mean attribute-class correlation { BS and r,, is the average

Merit

attribute-attribute inter-correlation.

Since some attributes have higher and some have lower valy it is necessary to
normalize the correlation used in Equation 3.17 to ensure thaall attributes have
equal effect and that they are comparable. The correlatiobetween two nominal
attributes A and B can be measured and normalized usir8ymmetrical Uncertainty

compensation (Hall and Smith, 1999):
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SEA EB EAB?®
SU(AB) 2Zug »
€ EA EB v,

(3.18)

where E(A) and E(B) are the entropy functions explaied in section 3.3.1 (entropy
is based on the probability associated with each attribute vak) and E(A, B)
presents the joint entropy of attributes A and B (calculated dm the joint
probability of all combinations of values of attributes A ad B). Therefore, CFS
determines the goodness of a set of attributes using:

I SU(A,C)

! (3.19)

J: | SUA.A)

1 ]

where C is the class attribute (target attribute) and the indicesandj range over all
attributes in the set S (Witten et al. 2011)

3.6 Measures for model validation

The predictive performance of the built (trained) models was tested usinga test
set (xt, yt*1) that belongs to the future from the perspective of data used to build the
models (section 3.2). The model performance on such 0 " — — test &t could be
regarded as a realistic assessment of its capability to praxd future land use
changes. The built models were used in order to predi@ land use class for each
grid cell at time t+1 based on the cell attributes at time (xt Wyt+1). The predicted
land use classes were compared with the real classes amt t+1. Therefore, LUC

models are evaluated using validation measures of map agreement.

Since the processs of land use changes are very complex, effective measureme
of the predictive performance of each built model requires the se of different
validation measures. These measures were analysed indar to compare the real
land use state with the predicted scenariokappa, kappa location kappa histq

kappasimulation andfuzzykappa.
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3.6.1 Kappa

Geographical information systems, high-resolution spatial maglling techniques
and more accessible remote sensing data offer simple approashfor comparison
in which two raster maps can be spatially matched celvy-cell to estimate the total
number of matching cells. This celby-cell approach is by far the simplest method,
but finer details can be achieved by developing more advancedpatial

comparisons using the aforementioned computing tools.

Over the past decade, standarlappa statistics was developed, adapted and used

frequently to determine the similarity assessment of two raste maps. Kappa

statistics is not only applied for geographical problems but isised in many other

fields including medicine, biostatistics, social sciences etc. Therg also a wide

number of applications that are related to the validation ofML techniques in

 f—<fZ o'ttZco% ‘‘t>& trrva "'« A& trrwad ‘“f«t"<© t- fZ&a tr

Kappa statistics can be used to present the level of agreemenetiveen two
compared maps that, through the preparation of a contingency té, details how
the distribution of categories in map A differs from map B. Eacklement p; in the
contingency table (Table 3.2) indicates the fraction of cells thdtave categoryi in

Map A and category in Map B:

Table 3.2 Generic form of a contingency table.

Map B
Classes 1 2 3 a N - of’
1 P11 P12 P13 a P1n p1+
< 2 P21 P22 P22 a P2n P2+
CE% 3 P31 P32 P33 a P3n P3+
a a a a a a a
N Pn1 Pn2 Pn2 a Pnn Pn+
- o f” P+1 p+2 p-+2 a P-+n 1
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The kappa index that was introduced by Cohen (1960) presents a measuref

agreement adjusted for chance and it is calculated by Equati&m20.

P(O) P(E)
Kappa ————=, 3.20
ppa — P(E) (3.20)
where P(O)presents observed fraction of agreement (Equatio8.21):
PO) | b (3.21)
il

And P(E) is the proportion of the fraction of agreement that may be expmed to
arise by chance (Equation 3.2

n

PE) | P P (3.22)

Kappahas values between -1, representing no agreement at all, and 1, reggrting
a perfect matching of two maps. Th&appa index values <0 indicate no agreement
and values falling in the ranges of 0-0.20 are categorized as slight, D.0.40 as fair,
0.41 0.60 are categorized as moderate, values between 0.61-0.8re substantial
and values higher than 0.81 are consided as almost perfect as was outlined in

similar studies (Landis and Koch, 1977).

3.6.2 Kappa location and Kappa histo

Pontius (2000) was one of the first, who criticized the use ofimple kappa
statistics for comparison of digital raster maps. He introduced two new statistics
indices that include kappa location and kappa quantity in order to examine the
similarity of location and quantity separately. Thekappa location presents the
measurement of similarities in the spatial allocation of categaées in the two

compared maps. It gives the similarity scaled as the maximum silarity that can

be reached with the given quantities and is calculated according to Equati@®R3.

P(O) P(E)

location (3 23)
P(max) P(E)
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P(max) presents maximum fraction of agreement given the distribution bclass

sizes and is calculated according to Equatiah24.

P(max) : min(p, ,p ;) (3.24)

il
Unfortunately, the kappa quantity introduced by Pontius has proven to be unstable
and incomprehensible in various studies (Sousa et al., 2002). dnder to overcome
the drawbacks of thekappa quantity statistics, Hagen (2002) introduced a new
statistical index called kappa histo (kappa histogram). Kappa histo can be
calculated directly from the histograms of two maps by Equation3(25).

P(max) P(E)

histo 1 P(E)

(3.25)

The mutual relationship betweenkappa location kappa histoand standardkappa

could be expressed as EquatioB.26.

Kappa K,., K (3.26)

histo location

Same askappa, kappa locationcan get values from %t to 1, were -1 represent no
agreement at all at specifying location, 1 perfect agreement apexcifying location
and O indicates the agreement as can be expected by chankappa histo has
values between 0 and 1, where 1 indicates a perfect agreement and O indesathat

there is no agreement at all in the class sizes (Vliet, 2011).

3.6.3 Kappa simulation

In order to assess the accuracy of land use change modelsnwliet (2009)
proposed a new kappa index calletappa simulation The accuracy of the land use
change models is mainly achieved by comparing actual land useith the
simulation (prediction) result. Van Vliet started from the fact that changes in land
use cover only a small percent of the total study area in the most of LUC aets. He
introduced a statistic similar to kappa statistics with a more apmpriate stochastic

model of random allocation of class transitions relative to the initial map
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It is found that only kappa simulationtruly tests models in their capacity to explain
LUC over time, but unlikekappa it does not inflate results for simulations where

little change takes place over time (van Vliet et al., 2011).

Furthermore, by considering the distribution of class transitions (inerpreted as
conditional probabilities), kappa statisticsis modified by integrating the amount of
land use changes in the expected agreement. Therefore, the oba of finding a
certain class at a location will depend on the class that was omglly there. It is
necessary to express the size of class transitions as a functiontloé original land
use map and the simulated or actual land use map. The framti of cells tha
changed from land usg in the original map to land usd in the simulated land use
map S express as pfi|j©) and A as p(® | j©) for the actual land use map A
accordingly. Because the original land use map (O) is the sarf@ both the
simulated and actual LUC, the expected agreement between the slatad land use
map and the actual land use map can be expressed by Equatid@i®7, 3.28 and
3.29.

: PP : PE"1]°) PG 1i°) . (3.27)

j1 il

P(E)simulation

where P(E) simulation defined the expected fraction of agreementjwgn the sizes

of the class transitions.

I po ~I
P- -

jll : ill

P(max) min P(i*|j°),P3i°|j°), (3.28)

simulation
where P(max) presents the maximum accuracy that can be achieved/en the

sizes of the class transitions.

Ksimulation IS the coefficient of agreement between the simulated land usensitions

and the actual land use transitions and it states as follows:

P(O) P(E)

) simulation. 329
Simulaton 1 P(E) ( )

simulation

Same as standardappa, kappa simulationis the result of two types of similarities,

kappa transloc and kappa transition. Kappa transition indicates the similarity in
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class transitions, whilekappa translocindicates the similarity in the allocation of
these transitions. These two values can by calculated using Edoas 3.30 and
3.31 (van Vliet et al., 2011).

P(O) P(B)

ransloc simulation (330)
P(max)simulation P(E) simulation
K 3 P(max)simulation P( E) simulation (331)
ranstion 1 P( E) simulation

The values ofkappa simulation, kapparansloc and kappa transition have the

same range akappa, kappa locatiorand kappa histq respectively.

3.6.4 Fuzzy Kappa

The latest approach in assessing similarities of raster maps based on fuzzy set
theory (Zadeh, 1965). Geoscientists and GIS professionals atExp this theory
(Burrough, 1996; Burrough and McDonnell, 1998) with the ptpose of
characterizing inexactly defined spatial classes or entities that deal withmabiguity,
vagueness and ambivalence in mathematical or conceptual model$ spatial
phenomena. Based on fuzzy set theory, Hagen (2003) promasthe new approach
in assessing spatial similarities and changes between raster p& The fuzzy-based
map-comparison method was primarily developed for the calitation and

validation of the cellular automata models for land use dynamics.

Fuzziness can be considered from two aspects; a) locational ledson the concept
that the fuzzy representation of a raster cell depends on theell itself and, to a
lesser extent, also on the cells in its neighbourhood, and lpategorical which

originate from vague distinctions between categories.

The extent of the neighbouring cells or locational fuzziness could be expeesl by a
distance decay function. The categorical fuzziness can be introdacbky setting off-
diagonal elements in the Category Similarity Matrix to a numberdiween 0 and 1

that corresponds to membership values of different categoriesSince there are no
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straightforward rules for assigning membership values, choasg values in the

matrix is subjective and it could be selected on the basis of a priori experience.

The kappa fuzzyindex is similar to the traditional kappa statistic in that the
expected percentage of agreement between two maps is corrected the fraction
of agreement that is statistically expected from randomly relocatig all cells in

compared maps:

P(O) P(E) fuzzy

, 3.32
fuzzy 1 P( E) wazy ( )

R

PE lEi Md , (3.33)

fuzzy |
i 0

where Ris the number of the furthest neighbourhood ringE is probability function
of i-th neighbourhood ring calculated for each combination of categies for

matched cells,M is the fuzzy membership function andd; is the radius of thei-th

ring.
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Chapter 4.

Study area, preparation and data analysis

4.1. Analysis of social-economic aspects of study area

Belgrade, the capital city of Republic of Serbia (Figure 4.lis situated at the
confluence of the Sava and Danube rivers, and surrounded by Panian Plain, on
the north side and Avala (511 m) and Kosmaj (628 m) mountainn the south
side. Belgrade lies on the average elevation of 117 m, geographic coordinates
Zf—<——13F vviv{isvii fet Z'e%oc——7Tf tritytvvfiTt§f .St ffFecoce-
3,223 km2 and the city has around 1.6 million inhabitants. Its territoy is divided
into 17 municipalities that comprise of 157 settlements (census degnated places,
CDPs). The urbanized area and the inner part of the city o5 kmz2 include 11
urban municipalities with 32 CDPs. In the period 2002-2011 té Region of City of
Belgrade has had an increase of population (approx. 4%) wWé in other Regions in
Serbia population decreased from 5% in the Western and Northerto 11% in the

Southern and Eastern Serbia (R-"<© t— fZ&éa trst &

Belgrade is one of the oldest cities in Europe and has a rjslivid and long history

that dates back from over seven thousand years agdhe Belgrade area was

developed under different cultural, social and economic conditions gsart of many

different reigns. The most intensive demographic, socio-economic anda@o-

geographic changes of the 20th century in the territory of Seréd took place

CJE—™1Fe —St s{xrie fot s{zried —S$"%,> T f¥Foofcec@FZx'fZf=F"<o9
form of space use. The major causes of these changegewvthe distinctly planned

industrialization of the former Yugoslavia as well as the politically iniated
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Figure 4.1 Location of Belgrade.

urbanization and deagrarization.

The development of Belgrade and its agglomeration has\sal stages in spatio-
'S 7 %o<...fZA Tt e fot tie %"f 'Sc... FIfZAGther 4 T <
the beginning of the 20th century, the central Belgrade area eered only about 12
km2 with about 70,000 inhabitants (in the year 1900), while the atinistrative
territory of the Belgrade district, in that time, spread overthe area of 2,025 kA
with about 126,000 inhabitants. Due to accelerated industrializatin and abrupt
urbanization, the Belgrade area permanently grew in the send half of the 20th
century and changed its spatio-functional structure. From the endf World War |l
to the 2002 census, Belgrade multiplied the number of its irdbitants by 2.5 times.
Intensive demographic growth was a result of migration flowsand territorial
expansion whereby new settlements were included in the administtave town

area and immigrant streams were intensive. Powerful and disorgezed migration,
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not only from the territory of Serbia but also from the aher republics of former

Yugoslavia, proves the significance of Belgrade in broader surroundjs.

e—<Z =St s{yricd —-St e—"c..— —" fe fLf >tefroefsett -5t
TZ2% " ftFie — —fZ " —Zf—<'e %" ™M_SEA fe FSTEZ W28 "% S —
after the World War Il, the highest population growth rates were found in the
central Belgrade municipalities. As the old central town core dd already been
urbanized and densely inhabited, higher growth rates weralso established in the
broader zone of the Belgrade urban area during the intecensus period from
1953-1961. Numerous settlements from the immediate hinterlands red suburban
municipalities of the time were losing their population as theykept moving to
Belgrade. The intensive industrialization process expanded from thstrict urban
area towards peripheral zones during the period between the&ensus years 1961
and 1981, resulting in the harmonization of the growing poplation with
employment in industry. The central Belgrade area (consistsfgarts of 10 town
municipalities, Master Plan area) is characterized by specific demgmphic
development and polarization of demographic trends: a) depagation of the
oldest urban core of the town (municipalities Stari Grad, " f « f” fet fTeec fef .. a
, Toefec. "V —Zf—<'e %" ™_S <o —St e—ec  «tffZfActE T T 7F .
and Palilula; c) intensive concentration of population in the municipalitis of New
t1Z2%"ftta ,—ef’<...f fet fe'"<..fa < —SI dradéstme.. —"—...-
predominant activities are those of the tertiary-quaternary secto, with slow
modernization of industry. The most important spatial changescaused by
deindustrialization are visible in the central zones of the stricttown core
(desistance of productive activities, but often without formal changef land use
due to incomplete company restructuring processes) and in industriatenters in
the broader town area. Reindustrialization is a feature of theperi-urban
agglomeration zone and is mainly occurring along traffic corridorsThe traditional
Belgrade and Zemun town centers, which have a distinct concentrationf o
business-related contents from the preceding period, are gdmally losing their
primacy in comparison with the dynamic development of businessenters in the
IT™ tZ7%"ftt ce'eft ‘Ee"<© I- fZAa4& trsr &
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Due to the amount of data preparation, which was time consumingnd limited

capacity of computer hardware used, it was necessary to sapée only a part of
Belgrade area for further consideration. Therefore, the sty area used includes
four municipalities: Zemun, New Belgrad&d —"««<e fet f 'f"— ‘'~
municipality. However, since only a fraction of Dobanovci municipalitys used, it is
C—"—SF"A <o ete— fefed ..teecti it feo f ZfZ> tHi®

dissertation (Figure 4.2). Thus, these three neighbouring municipalities
highlighted in the Figure below were selected because thegpresent completely

different urban types.

The OIld Core of Zemun constitutes an integrated urban phenomenerpressed in
a multiplicity of shapes, contents and meanings, and is designated a national
Sce—""¢... o= ™(_Sce —SI .. <—3The MastdrfPlad &f Beigrade
includes the development of two suburban settlements: Zemun dje and
Batajnica, and the further development of one urban municipalityZemun. The
municipality of Zemun occupies an area of 9,942 ha of the Mast®lan and

contains a population of about 15,000.

Figure 4.2 Study area.
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The construction of New Belgrade began after World War Il. Was conceived as a

modern city on the left bank of the Sava River and played a kewle in

—Vfee  "ece% —St Vi<t —e L f'<—fZco— <of%ot f S «OcE> <o
al., 2010). The municipality of New Belgrade is divided into tge rectangular

residential blocks that are separated by wide boulevards.he population density

of New Belgrade is the highest in the city and contains 220,000habitants within

an area of 4,096 ha. New Belgrade has recently become tbtommercial center of

Belgrade.

e—<Z trrva —"«c<e ™fe f Cf7_ 7 _SF _fUURZ Y ™M fheZfelt’St ™™
formed as a separate municipality consisting of seven settlementvillages). Most
of the settlements of Surn are situated within the boundary of the Master Plan.
The airport complex "Nikola Tesla" is situated in the north-east@ part of the
municipality and has a sig<"<... fo— <o Z—te ..t ‘o —T«coie A —<fZ tI71
already mentioned, this e—— 1> <o ... Z—1t3tt —SF ef——Ztete— ' —"«co fo
settlement Dobanovci. The—'—fZ "fetf”...S f"1f ‘76,149 hawith.d™ 1"«
population of about 41,000.

The main study region covered an area of about 20,157 hadcwas buffered by

100m on each side to minimize any potential edge effects.

4.2. Used data and software

Since the land use changes present complex process influencedrbgny different
factors, it was necessaryto collect and prepare different types of available data
which represent land use state in several different moments iime. The main
problem was to collect different types of data (such as land useap and
population) for same years. Consequently, four years werchosen: 2001, 2003,

2007 and 2010. GIS database was created based on the following data
~ Actual land use maps for two years (2003 and 2010),
Map of Master Plan of Belgrade for 2021,

Orthophoto for four time years(2001, 2003, 2007 and 2010),
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Available census data (2001, 2002, 2003, 2007, 2010 and 2011),
Soil Sealing raster map and
Residential Building Blocks Layer.

The collection, preparation and analysis of data lasted for wvyears and several
various software were used. GIS database was created wpiArcGIS (ESRI, 2031
software. ArcGIS software and SAGA (System for Automate@deoscientific
Analyses) GIS environment (Bohner, J., et al., 2008) were=dsn order to create
attributes and to analyze the data. The Java programming rtes have been
developed in order to generate some attributes and all datass which were used
for the model building and its validation. The Map Comp#on Kit (MCK) (Visser
and de Nijs, 2006) software was used for assessment oifmdarity between

planned and actual land use maps.

4.2.1 Creation of Land use maps

Land use maps were created based on four orthophoto magrom 2001, 2003,
2007 and 2010 and actual land use maps from 2001 and 20X0@ector maps in GIS

environment).

Actual land use maps were obtained from Urban Planning Instite of Belgrade as
well as map of Master Plan of Belgrade for 2021. Lange classification differs due
to different development priorities of local authorities (0‘” 7 <© a sSifige ¢he
classification of those three maps was different, it was necessamp adopt a

common classification which will be used for the further research.

Classification of land use was achieved by generalizing the oféitil3 classes of
land use outlined in the 2021 Master Plan of Belgrade int® classesconsidering
classification on actual land use maps from 2001 and 2010 adléws (Table 4.1).
Agricultural, Wetlands Traffic areas Infrastructure, Residentia] Commercial

Industry, Special usend Green areas

48



Chapter 4. Study area, preparation and data analysis

Table 4.1 Classification of land use.

Land use class 2001

Land use class 2010

Land use class

Master plan
2021

Used Land use
class

1. Agricultural
. Wetlands
. Traffic areas
. Infrastructure
5. Residential

6. Commercial
(Centre)

7. Industry

8. Special use
(Public service)

a. Culture
b. Science
c. Education

d. Health
services

e. Social
protection

f. Religious
g. Special service
h. Other
i. Sport
9. Green areas
a. Parks
b. Cemetery

c. Recreation

1. Farms

1. Agricultural
2. Wetlands

3. Traffic areas
4. Infrastructure
5. Residential

6. Commercial
(Centre)

7. Industry

8. Public service
(Special use)

a. Culture
b. Science
c. Education

d. Health
services

e. Social
protection

f. Religious
g. Special service
h. Other
9. Sports complex
10. Green areas
Parks
Recreation

11. Communal areas
(Cemetery)

1. Agricultural
2. Wetlands

3. Traffic areas

4. Infrastructure

5. Residential

6. Commercial
(Centre)

7. Industry
8. Public servic

9. Sports
complex

10. Green area};‘

11. Forests and
forest land

12. Protective
vegetation.

13. Communal
areas

1

D

(Cemetery) )

1. Agricultural
2. Wetlands

3. Traffic areas
4. Infrastructure
5. Residential

6. Commercial
(Centre)

7. Industry
,8. Special use

9. Green areas
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Figure 4.3 a) Digitalization b) Polygons of land use class for year 200} Raster map of land use class for year 2001.
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Maps of actual and planed land use class are obtained in vector format (pgbns of
land use class), so that each class is represented as a @IS layer. Those layers

were reclassified into nine previously defined classes.

As already mentioned, the shapes representing land use st&s were induced from
actual land use maps and orthophoto for all four yearsF{gure 4.3a) The main

characteristics of used orthophoto maps are present in Table 4.2.

Table 4.2 The main characteristics of orthophoto maps.

Date of :
Company Aerophotogrammetric Resolution Number of
[m] Bands
survey
MapSoft 2001 0.30%0.30 1BV
MapSoft 2003 0.30x0.30 3 RGB
MapSoft 2007 0.25x0.25 3 RGB
Geo Info Strategies 2010 0.20x0.20 3 RGB

The polygons of Not built class (indicated in the Tablé.1) on actual land use maps
for years 2001 and 2010 were predefined ag\griculture or Green areadased on
actual state detected on ortophoto maps. Furthermore, after ceecting observed
irregularities such as overlapping polygons and undefined aas, all individual
*.shp files of clases were merged into a single one which represents polygons of
land use classes for a given year. The maps of land wtesses for 2003 and 2007

were created by digitizing, based on orthophoto maps of the respectivesrs.

In order to represent study area as grid cell (explainedh section 3.2) all maps of
land use class were convedd from vector to raster format with appropriate

resolution. Since the scale of Master Plan of Belgradeli20.000 (URBEL, 2003)
the corresponding resolution of cellss 20x20 m. However, by using this resolution
a lot of information regarding changes will be lost during rasterization. Thereforg

the land use polygons (Figuret.3b) for all four years were rasterized at a 10x10n
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resolution, where each grid cell was associated with corregmding land use class
(Figure 4.3c).

In order to build the model of land use changes, beside mawf land use class it
was necessary to consider additional information that has influenceon these
changes. Therefore, the auxiliary maps representing additional attribues were
created and they contain information on accessibility population density and
spatial neighbourhoods Due to the relatively flat terrain of the study area,

attributes regarding the elevation were not taken into consideration.

4.2.2 Accessibility maps

After the analysis of land use change direction for the perio@001-2010 and
consultations with urban planners, the following accessibility raker maps referred

to the distance variables were created:

Euclidean distance of grid cell to city centre,

Euclidean distance of grid cell to municipality centre,

Euclidean distance of grid cell to the closest rivers (Danube and Sava),

Euclidean distance of grid cell to the closest big green areas (ondyeas

greater than 10 ha) at timet,

Euclidean distance of grid cell to the closest railway lines at time
Euclidean distance of grid cell to the closest highways at tirme
Euclidean distance of grid cell to the closest main roads at tinte
Euclidean distance of grid cell to the closest streetcategory at timet,
Euclidean distance of grid cell to the closest streets Il category at timhe

Those accessibility maps were created for all four momenis time with 10x10 m
resolution, taking care for created grid cells to be spatially ovesipped with already
established grid cells of land use maps. Some of accessipilihaps for year 2001

are presented in Figure 4.4.
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Figure 4.4 Map of Euclidean distance of grid cell to the closest: a) Highway in 2001, b)&tr | category in 2001 and c) Rivers.
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4.2.3 Population maps (Dasymetric modelling of population)

Precise presentation of population distribution and its dynamics in upan planning

is important for several reasons, including:

~

Understanding the directions and intensity of population redistribution in

order to determine the strategic trends of urban area development and

To provide an accurate depiction of population density for te purposes of

urban planning and restructuring.

Therefore, special attentionis given to attribute that describes the population
distribution for all four years of interest and as well as ginamics of population

between two censuses.

In the Republic of Serbia, publicly available census data areegented on the level
of census designation places (settlements - municipality) which ra usually
graphically presented as choropleth maps. However, a maimrawback to
presenting population density data in choropleth maps is that umhabited areas
become misrepresented since the aggregation of census data ubs in the

construction of statistical surfaces for inhabited areas only

Furthermore, using choropleth map in order to created attrilute which describes
population, in this dissertation, does not make sense becausk grid cells located
in a municipality have the same value of attribute (all cellsn one municipality

have uniform distribution)(Figure 4.5).

Hence in order to aggregate the population data and model populain changes
between two census years on the level of spatial units (grid kg using publicly
available data, a methodology for dasymetric mapping of gpulation was
developed. A detailed description of the proposed methodotsy and the achieved
accuracy is presented in the paper Bajadt al (2013), and only a brief overview will

be given in this dissertation.

The proposed methodology for dasymetric mapping is a modifteformula for the

estimate of population in buildings as defined by Lwin and Murayama (2009
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Figure 4.5 Choropleth map of study area for the estimated population for year
2001.

They proposed two methods, the first being areametric and theecond being
volumetric. Each of these methods is based on footprint lay for each building in

the considered area. The proposed formula for the volumetric methoceads:

Bp= . P BA BF, 4.1)

-1 BA BF
@h 1
where BR is the population of the buildingi, CP the census tract populationBA -

the footprint area of the buildingi, BR- the number of floors in the buildingi.

A modified formula which would substitute the footprint and number of floa's by

soil-sealing and height typology would read:
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_ P, -
Bs = ;Ssp”rso,l—

p

(4.2)

n

1 Ss, Ts, |
where Bs,-number of inhabitants per target grid cell, Sssoil sealing value per grid
cell, Te- building block height typology weights,CRtotal number of inhabitants

within census designation place, + census designation place index that

corresponds to total sum of multiplication of soil sealing valas and building

typology.

In this way, the population data are directly disaggregated to # grid cell level.
The proposed formula ensures that the total number of pede within municipality
area remains the same. This is referred to as the pycnoghagtic property of

dasymetric maps (Tobler, 1979b.

The developed method uses primarily publicly available rtéonal statistics data as
™77 fe e—foetf "t tf—f "tZf-%t - Zfet-SPt ZfSfL i
possession. In order to obtain the dasymetric (population) maps faall four years
of interest and population changes between two censuses, foling data were

used:

Population counts per municipality for 2002 and 2011 fromthe Serbian
Census and official estimateof population for 2001, 2003, 2007 and 2010
(Statistical Office of the Republic of Serbia) (Table 4.3),

Soil Sealing Database and

Residential Building Blocks Layer.

Table 4.3 Population per municipality.

Municipality Census Official estimate of population
2002 2011 2001 2003 2007 2010
Zemun 145751 | 151811 | 157240 | 154129 | 157021 | 161531
New Belgrade| 217773 | 212104 | 225470 | 217361 | 219208 | 218504
—"«<e | 14292 | 17356 39260 38422 39615 40974
Dobanovci 162 157 162 160 160 158
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Figure 4.6 a) Soil - Sealing data layer, b) Residential Building Blocks Layer the year 2001.
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A Soil - Sealing (or imperviousness) high-resolution rastdayer (Figure 4.6a) was
produced during 2006-2008 as part of the Global Monitorig for Environment and
Security (GMES) programme with the aim to complement the CORINE (COoRdinate
INformation on the Environment) (Nesto”*™ fet ”‘2008)dand cover data. The
need for production of five high-resolution land cover layerssmerged on behalf of
the European Environment Agency (EEA): imperviousness, forest, gshand,
wetland and water. The database is available in two spatial resolutiorsf 20 m and
100 m (European Environmental Agency, 2010). For the purposef othis
dissertation, the 20 m resolution database has been usedtaf being resampled to

10 m resolution.

The residential blocks are an integral part of planning docurmes which were
made previously for the Belgrade Master Plan in the yee2000 and are in digital
form appropriate for the GIS environment, i.e. they are preséed in vector format
(*.shp files) (Figure 4.6b).

As it can be seen on Figure 4.6b, a building block is desigrédites a residential area
clearly delimited by roads. In this dissertation, Residential Bilding Blocks were
generated separately for each year of interest as a byqmiuct of digitalization of

residential class.

Table 4.4 Building height typology of residential blocks.

Number of storeys Building Height | Weights
Typology (BHT)

up to 3 (ground floor [GF]+1+ garret[G]) 1 1

4-5 (GF+3+G) 2 3

6-8 (GF+6+G) 3 5

above 9 (GF+6+G) 4 7

An attribute associated to each block is its building height typolgg(BHT). The
typology defines 4 classes in compliance with national regulationéTable 4.4).

Moreover, the obtained weight coefficients (Table 4.4) correspond to theean
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Figure 4.7 Dasymetric map depicting population density for the year 2001.

number of inhabitants who would reside in a vertical line ofa building on a 20 ni
area based on the average number of square meters andwstture of housing units
which correspond to each class (having in mind the gross areaclusive of

staircases and hallways in buildings).

Using the previoudy explained methodology, for all six years of interest
dasymetric maps were created. The dasymetric map (Figure 4.®epicts the
population density using the grid cell as the basic unit. Grey aokd areas on the

map mark the soil-sealing layer which does not overlap with residentidblocks.

Additionally, the Population Change Index (PCI) is also presesat as an attribute
that provides a standardized measure for comparing populatn changes over time
and across study area. PCI represents the ratio of change the number of

inhabitants per each cell between two censuses, 2002 and 2011 (Bajat et2013).
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Dasymetric maps for 2002 and 2011 were created, using prewisly described
methodology, after which the PCI map was created. The P@ap is generated by

incorporating map algebra, i.e. the two grids division operation:

§352011_
PCl_ = .—— .100%, (4.3)

p @Sf)OOZ
where PC} population change index per target celBs,2°1-number of inhabitants
in year 2011 per target grid cell Bs,2%92-number of inhabitants in year 2002 per

target grid cell. Generated PCI map is presented in Figure 4.8.

In classic studies, PClI is usually represented on the level of adminigiv@ units
such as in the case of census data. The described methodology obtains datéhe
grid cell level which enables subsequent aggregation of the data to thevdt of a

spatial unit suitable for specific application.

Figure 4.8 Population dynamics modeling between two censuses by PCI map.
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4.3. Creation of datasets and attributes used for modeling

For each year of interest (2001, 2003, 2007 and 2010)llagrid cells of study area
are represented as vectors of attributesxt (Table 4.5). Those attributes represent
the value of previously created maps (which contain informatioron land use class,
different accessibility, population density and PCIl) and are assmted with

particular cell xt (xt=<xt1, xt, & &&>).

Table 4.5 Basic attributes.

Attributes Description
X1 | Municipality Zemun, New Belgradéd —"««<es fet - fo
X2 | ed. city centre Euclidean distance of grid cell to city centre
X ed. Centre Euclidean distance of grid cell to municipality]
municipality centre
. Euclidean distance of grid cell to the closeq
x4 | ed. River

rivers (Danube and Sava)

Euclidean distance of grid cell to the closest bi|

xs | ed. Green
green areas

Euclidean distance of grid cell to the closeq

X | ed. Railway railway lines at timet

Euclidean distance of grid cell to the closeq

x7 | ed. Highway highway at timet

Euclidean distance of grid cell to the closeq

Xs | ed. Main road main road at timet

Euclidean distance of grid cell to the closeg

Xo | ed.str.| category () street | category at timet

Euclidean distance of grid cell to the closeg

X | ed. str. 1 category () street Il category at timet

x11 | No. of inhabitants ¢) | Number of inhabitants at timet

x12 | PCI Population Change Index between two census

x13 | Class f) Land use class at time
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Figure 4.9 Moore neighbourhoods.

Considering that study area covers four municipalities which ngresent different
urban types, an additional attribute was defined containing informatn on cells

location (in which municipality the cell is located)

Those vectorsxt (xt=<xt1, X, & a&>) are created in ArcGIS as *.shp files per each
year, where cells are represented as point with correspondg attributes. After
that, four *.shp files are exporéd as *.txt files. These files are to be used for further
processing and creation of additional attributes as described infollowing

paragraphs.

—<«ttt ,> =St fZ71'(Toblet11970, page 3) first law of geography
0 "1">—Sce% <o "EZf—11T ™c—S $71"5-Sc¥%o TP T L Zf— Pt fISFS e
Tco—foe— —Sce%oe0 fttc—<'ofZ f—="¢,——1Fe¢ Teit"spatia <efta S
neighbourhood within the very local area determined by the More's

neighbourhood (Figure 4.9.

After the analysis was performed (by testing and comparingeveral different
neighbourhood sizes) two neighbourhood sizes, 7x7 and 21x2Ells, were chosen

and used to generate attributesepresented in Table4.6.
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Table 4.6 Attributes describing neighbourhood.

Attributes

Description

X14

Neighbours 1

Most frequent land wuse class in Moorg
neighbourhood 7x7 at timet

X15

Neighbours 2

Second frequent land use class in Moor
neighbourhood 7x7 at timet

X16- X4 | Neighbours 3411

Frequencies of each class in particular in Moore
neighbourhood 7x7at timet

x25- X33 | Neighbours 1220

Frequencies of each class in particular in Moore
neighbourhood 21x21 at timet

Considering that changes in values for some attributes, betwedwo considering

years, can provide supplementary useful information for rmdel, additional

attributes, represented in Table 47, were created For example attribute X35 has

been generated to indicate the creation of new street of the categorl that

happened in period fromt-1 to t. If the new street was not created the value for

that attribute is equal to 0.

Table 4.7 Attributes describing changes between two considering years.

Attributes

Description

New inhabitants

New populated cells at timet are coded with 1,
while cells where number of inhabitants wag
changed during the period {-1)-(t) are coded with
0 (Dummy variable)

Delta str. | category

Deltast.Icategory
d st.Icategory(t -1) - ed.st.Icategory(t) -

5

© ed.st.lcategory(t -1) 1

Delta str. Il category

Deltast.llcategory
&d st.llcategory(t -1) - ed.st.licategory(t) -

5

© ed.st.llcategory(t-1) 1
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Therefore, four *.txt files, that represent the state of investigated aa for each year
of interest, were created by adding 36 attributes for each & 263 577 cells. These
files are to be used for creating training and test datasetshich will be used for
further processing and preparation for the purpose of creatn and validation of
land use change models. Those training and test datasets d@mebe explained in

detail within section 6.

4.4. Assessment of similarity between planned and actual land use

maps

Part of this dissertation is the assessment of the extent of rezdhtion of Master
Plan of Belgrade 2021. A Master Plan represents a long4te concept and spatial
organization of settlements. However, adhering to the Mastédlan is difficult since
urban growth is a complex spatial process and depends on theanging socio-
economic conditions, demography, relief, infrastructure and plannig constraints.

Therefore, in the last hundred years, several urban plans were ma@ad modified.

o s{st FZ% "ftE %o'— <—o "<"e— foe—_t"e Zffedk A%t WdHf T Af -
™fe oftt > "Fe...S f”..S<—1.URBEL), fAtee the, World War I, in
1924, Belgrade, as the capital of Kingdom of Serbs, @® and Slovenes, adopted
the new Master Plan made by Djordje Kovaljevski. Then, aftdhe World War 1, in
what was then Socialist Federal Republic of Yugoslavia (SFRY) <Z ‘e ‘s, ‘"ee<
made Master Plan for Belgrade that was adopted in 195Belgrade, as the capital
city of SFRY, goits % ...‘et fe—1" Zfe <o s{yta oftt ,> Zteefetf” G
fet «Z——<eo Zf c«ocad o s{zw f7..Sc—f...— ‘ee_fo_toe ‘e_c©O .. '
and Supplements to Master Plan of Belgrade 2002. By thessodifications, the
concept of spatial organization of the city reposes on preseation of certain good
parts of the city, with development of new city entireties in ageement with
F&co—<oe% “fZ—1te Binally, h2003Maidter Plan of Belgrade 2021 was

made by Urban Planning Institute of Belgrade.

64



Chapter 4. Study area, preparation and data analysis

a)

b)

Figure 4.10 a) Master Plan of Belgrade 1915 and b) Master Plan of Belgrade 1950
(http://Iwww.urbel.com/img/ilu/velike/slika-10.jpg).

Assessment of realization of Master Plan of Belgrade 2021 wagred out using all
kappa statistics measures (section 3.6)Obtained values can provide adequate

analysis of realization degree per class, as shown in following paraghs.

The data that has been used includes three maps: a maptbé Master Plan for

2021 (Figure 4.11a) and maps of actual land use in 2010 (kige 4.11b) and 2001
(Figure 4.11c).
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Figure 4.11 a) Map of Master Plan 2021, b) Map of Actual land use 2010 and c) Map of Actaatl use 2001.
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As explained in section 3.6, in order to obtain kappa simulation it was necessary
to have an initial use map. The Master Plan of Belgrade & to be built using an
information database that was available for the Institute of Uranism of Belgrade
and other city offices at the beginning of 2001 (URBEL, 2003)herefore, the map
of actual land use based upon orthophotos taken in 2001 wassed as an initial

land use map in this experiment.

Assessment of the similarity between planned and actual land e@snaps, based on
the values of previously explained kappa indices (section 3.6, as performed for
the total study area as well as for each municipality sepately. The obtained

results and discussions are presented below.

The Figure 4.12 shows the spatial distribution of agreemensince kappa statistics

is based on a straightforward cellby-cell map comparison.

Figure 4.12 Cell by cell comparison.
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Table 4.8 Values ofkappa kappa locationand kappa histoper municipality.

Towal Zemun New — T« <
area Belgrade
Kappa 0.569 0.627 0.596 0.429
Kiocation 0.855 0.863 0.800 0.914
Khisto 0.662 0.727 0.746 0.469

Based on the results, (Table 4.8) it can be concluded that simily between the

Master Plan and the actual land use map for the year 201&n be classified in a

moderate category based on a standarkappa value for the total area. Thekappa

location values indicate that distributions of land use class for these two maps V&

almost perfect match in location. Howeverdifferences between planned and real

states (conditions) of land use are more reflected in quantitative dsmilarities. On

the other hand, the values per areast <" 1” fe’'f .. <fZZOnes«can-edrctude

—Sf- —St —"«co e—ec. . fZc—> Sfe —St Z'™Ft PEfLPf <"

urban growth sense.

In order to get better insight in each class behavior, thkappa statistics per class

were calculated (Table 4.9).

Table 4.9 Values ofkappa, kappa locationand kappa histoper class for total area.

Kappa | Kiocation Khisto

. Agriculture 0.474 |0.911 |0.520
. Wetland 0.996 | 1.00 0.996
. Traffic areas | 0.522 |0.964 | 0.542
. Infrastructure | 0.586 | 0.761 | 0.769
. Residential 0.826 |0.861 | 0.959
. Commercial |0.520 |0.708 |0.734
. Industry 0.362 | 0.777 | 0.466
. Special use 0.785 |0.855 |0.918
.Greenareas |0.361 |0.619 |0.583

©O| 0| N| O O | W[ N| =
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Largest discrepancies between these two maps occur Green areasdndustrial and
Agricultural classes. The green and agriculture areas are classified asbuilt
classes and therefore some of the discrepancies observed in table 4.2 aaused by
illegal construction on these two classes. In addition, a largeapg of area that is
used for agricultural purposes in 2010, according to MastePlan, should be
transformed into Green areasAstonishingly, only 47% of the total area anticipated
by the Master plan for industrial development was used fothis purpose by 2010.
However, almost perfect location similarities in the class ofraffic areasindicate

that existing traffic areas are located according to the plan.

Standard kappa, kappa location kappa histo and fuzzy kappa statistics were the
cfce o— EF...— " e——1t> o f fr1" — E<¢S3® - fAf"1rs@
Their publication is a detailed overview regarding results andconclusions that can

be made using these statistical values and supports their use in thigsdertation.

Since the Master Plan anticipated changes in land use for 35% of the total tesdag
the values ofkappa, kappa location and kappa histo indicate an assessment of
similarity for these two maps but do not entirely explain the trie extent of
realization for land use changes. Furthermore, in order toprovide a real
assessment of the implementation level of the Master plan u the year 2010,
kappa simulationwas produced, that refer only to areas subjected to changesth

regard to the initial actual use map.

Figure 4.13 Distribution of classes.
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As shown in Figure 413 the Master Plan anticipated largest changes in land use for
agricultural land (50% of total area for that class), whilst thesmallest changes are
anticipated for water surfaces, which can be caused by bridgsnstruction (less
than 1% of total water area) and the rest of the class changesnge from 3%-40%.
Relatively small changes (a few percent) cannot be consideredenely based on
standard kappa, kappa location and kappa histoindices values because the small
presence in that class is the very reason that they are hiddenhat is the additional
reason why it is necessary to consider them based okappa simulation values
(Table 410).

Table 4.10 Values ofkappa simulation kappa translocand kappa transition per

municipality.
Totl Zemun New — "<
area Belgrade
Ksimulation 0.091 0.125 0.151 0.024
Kiransloc 0.529 0.511 0.700 0.513
Ktransiton 0.171 0.245 0.216 0.046

A comparison of the values of standarétappa (Table 4.8) with the values ofkappa
simulation (Table 4.10) shows significant differences. One can conclude that urban
development has been implemented to a relatively small exté (i.e. planned land
use changes are implemented only to 17% of the total arearfwhich they were
planned). Askappa histo "fZ—1% e—% % fe—1tta
slowest rate of planned land use changes (only 5% of changesre implemented).
The kappa translocvalues indicate that the changes are not conducted entirely as
planned. New Belgrade is the municipality with lowest discrepancg regarding

locations of newly built objects and their use plan.

Looking at the kappa simulationvalues per classes (Table 41) with respect to
total area, it can be seen that there are large dissimilarities iall classes. These

dissimilarities are mainly caused by the unrealized urban developmentia@n.
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Table 4.11 Values ofkappa simulation, kappa transloc and kappa transitioper

class above the total area.

Ksimulation Ktransloc Ktransition

. Agriculture 0.057 | 0.488 | 0.116
. Wetland 0.098 | 1.00 | 0.098
. Traffic areas | 0.055 | 0.859 | 0.065
. Infrastructure | 0.000 | n.a. | 0.000
. Residential 0.300 | 0.468 | 0.641
. Commercial | 0.212 | 0.521 | 0.408
. Industry 0.066 | 0.594 | 0.112
. Special use 0.038 | 0.309 | 0.122
. Green areas | 0.076 | 0.693 | 0.109

O 00| N O 01 | W] N|

The construction of residential and commercial structures dominatedin all
development projects during the period from 2001 to 2010 Kappa values for the
Infrastructure class indicate that none of the planned infrastructure objects hav
been built above the total area. Based on kappa simulationluas for agricultural
and green areas, one can conclude that illegal construction is stilhderway in
these areas as valueim Tables 4.8 and 4 point out. Planned construction of traffic
areas is realized by only 6.5% with minor location changesndices values for the
Water areaclass indicate that planned construction for three bridges is realizkby

9.8% with no deviation from the initially planned locations.

The detailed overview of the obtained results is published inpaper dhe
application of different kappa statistics indices in assessment of similay between
planned an actual land use map§Samardzic- £ —"‘"<© 1t — & bf. Bameraf those
differences between Master Plan of Belgrade and actual land usep for 2010 are
presented in Figure 4.14: a) Planed fornfrastructure - used asCommercial
Residentialand Agriculture, b) Planed forIndustry - used asCommercia) ¢) Planed

for Green areas used asAgriculture and Residentia] d) Planed forCommercial
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used asAgriculture, Commercialand Residential €) Planed forGreen areas used as
Agriculture (not built), f) Planed for Commercialand Special - use@s Green areas
(not built).

a) b)
c) d)
e) f)

Figure 4.14 Some of the differences between Master Plan of Belgrade and actual

land use map for 2010.
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There is some degree of similarity in land use considering evapping of the
classesClasses ofsreenand Agriculture areas are similar since they both belong to
the unbuilt class whereasResidentialand Commercialclasses are often combined
facilities. The similarity between adjacent classes was realizedith the following
Cdaegory Similarity Matrix (Table 4.12):

Table 4.12 Category similarity matrix.

Class| 1 2 3 4 5 6. 7 8 9
1 1 0 0 0 0 0 0 0 0.6
2 0 1 0 0 0 0 0 0 0
3 0 0 1 0 0 0 0 0 0
4. 0 0 0 1 0 0 0 0 0
5 0 0 0 0 1 0.4 0 0 0
6 0 0 0 0 0.4 1 0.2 0 0
7 0 0 0 0 0 0.2 0 0
8 0 0 0 0 0 1 0
9 0.6 0 0 0 0 0 1

Therefore, besides the previous kappa indexes calculationhe fuzzy set map
comparison was also performed (Figure 4.15)n Figure 4.15 each cell has a value
between 1 (for identical cells) and O (for total disagreement). Té darker areas
indicate more intensive disagreement. Unlike Figure 4.12 it is posdéto obtain a
gradual analysis of the similarity of two maps by distinguisimg total agreement
(white areas), medium similarity and low similarity (the shadesof gray) and total

disagreement (black areas).

Alongside the qualitative assessment of similarities between cagjorical (class)
maps, previously calculated kappa indices provide valuableformation regarding
spatial assessment. Based on standarklappa, kappa location and kappa histo

values, one can achieve similarity assessment regarding overall lande classes.
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Figure 4.15 Spatial assessment of similarity in the fuzzy set approach.

However, it is necessary to conduct separate analysis for engad land use
changes since urban development is a space-temporal proce€3btained results
indicate that kappa simulation kappa transition and kappa transloc statistical
analysis can provideinformation regarding similarity assessment of emerged land
use change mapsTherefore, analysisof the realization of a Master plan can be
carried out based on the assessment of similarities between thdaster plan and

actual land use along with implementation of kappa statistics indices.
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Chapter 5:

Results and discussion

The results of conducted experiments are presented in two partdn the first part,
proposed methodology (presentedin chapter 3) and performance evaluation of
the data-driven methods with three different ML techniques (Decision Trees
Neural Networks and Support Vector Machines) through four expéenents, is

presented.

In the second part, the sensitivity ofa predictive model with regards to SVM
parameters changes were examined on different data representatis and on the
same number of attributes selected by Info Gain, Gain Ratio a@@rrelation-based
Feature Subset. Additionally the capability to find appropriate optimal SVM
parameters using only data from the past, in order to predt future land use

changes was tested.

In the research reported herein a total of nine data representations were used and
around 1000 models were built. However, the comparison ofthe proposed DD
methods has been presented by using basic data representations accompanied
by more than 150 models. In the second part of the research, more than 120
models were built using the additional three basic data g@resentations. The time
required to build each model was dependent on many different &ors including:
the used ML techniques, the selected parameters ad particular technique, the
number of used attributes in each dataset, the number of ssited cells ina study
area and the processing power. Therefore, the time necesgao build each model

ranged from a few seconds to one day.
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The Weka software (Hall et al., 2009) was used to build theodels usingDT
(Weka J48 implementation of the C4.5 algorithm)NN (Multilayer Perceptron
implementation) and S/M (SMO - Sequential Minimal Optimization algorithm). The
Map Comparison Kit (MCK) (Visser and de Nijs, 2006) softwareas applied for

validation of generated predictions and ArcGIS for presentation of éresults.

5.1 Performance evaluation of data-driven methods for modelling

land use change

The proposed methodology and performance evaluation of D methods with
different ML techniques (DT, NN and SVM), different attribute ranking methods

and different data representations was accomplished within four experimerst

The first experiment focused on the appropriateness of the proged data

sampling procedure for land use change modelling presented in seati®.4.

The second experiment compared land use model outcomes obtathérom
the four different dataset representations for each of the DTNN and SVM

techniques.

The third experiment examined differen attribute ranking methods V¥, Info

Gain (IG) and Gain Ratio (GR) presented in section 3.5

The fourth experiment used information about attribute rankings toselect
those attributes that contribute to the best performance of the pedictive

land use model.

Before the comparison of DT, NN and SVM models, a set ofgmaeters was found
for each best performing model. Charigg the values of parameters in the case of
DT and NN models did not influence the results significantly, hence faelt
parameters were used for these two techniques: for DT a confidence factor used
for pruning was setat 0.25 anda minimum number of instances per leaf was 2; and
for NN number of neurons in a hidden layer was selected to be (nurabof land

use clasgs + number of attributes)/2. For SVM, the parameters wer@vestigated
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separately for each data representation. Since the SVM paratars exhibited a
significant influence on the outcome of the model, it was necesgato investigate
them thoroughly, and hence the second part of the dissertation esrged. In the
experiments from the first part, default parameters for(J1) and @.01) (RBF

kernel) were used.

5.1.1 Datasets creation for Training and Testing

In order to build and test a model, it is necessary to create two independent
datasets (explained in section 3.2): thdraining dataset of the form &t1, yt) is
devised in order to learn the predictive functionf 'xt1 \ yt and thetest dataset ¢,

y*1) is devisedin order to test the predictive function.

Four different data representations were generated for trainingand testing
purposes using datasets in which each grid cell of the studyea was represented

as a vector of attributesxt (presented in section 4.3):

The first dataset is called thesimple dataset representatiors since the data

contains information about accessibility and population.

The second dataset contains attributes from thesimple dataset
representation and includes explicit information about land use classes in
the cell's neighbourhood and is referred to aglataset representation with

neighbourhoodS'.

The third dataset contains attributes from thedataset representation with
neighbourhoodand includes information about the cell's previous land use
class (history t-2-in training set and t-1 in test set) and is referred to as

dataset representation with neighbourhood & histoigh.

The forth datasetis the dataset representation with neighbourhood, history &
changesShc and contains attributes from thesimple dataset representation
and includes information regarding the changes of spatial aftoutes that
occurred in the past, information about land use classes in theell's

neighbourhood and cell's previous land use class.
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Based on the various data representations presented, eightasic training and

testing datasets were created: & (x2003, y2007) and S.i0 (Xx2007, y2010);
S5z (X003 y2007) and S7.qp (X2007, y2010): Qphy, (%2001, 2003 y2007) gng
Sih7.10 (X2003, 2007, \2010): Qihcy 7 (%2001, 2003 y2007) gnd Shcy o (2003, 2007 y2010)  The

attributes used to represent cells in datasets are given in Table 5.1.

Table 5.1 Attributes used for different data representation S, S'h and She.

Data representation
Attributes S S Sh She
X1 Municipalities (Zemun, New Belgradef ¢t —"««<e
X2 Euclidean distance of grid cell to city centre
X3 Euclidean distance of grid cell to municipality cene
X4 Euclidean distance of grid cell to the closest the rivers
Xs Euclidean distance of grid cell to the closest big green areas
X6 Euclidean distance of grid cell to the closest railway lines at tinte
X7 Euclidean distance of grid cell to the closest highway at tinte
Xs Euclidean distance of grid cell to the closest main road at tinte
%o Euclidean distance of grid cell to the closeg Delta street of
street of category | at timet category |
1o Euclidean distance of.grid cell to the closeq Delta street of
street of category Il at timet categoryll
X11 Number of inhabitants at timet mﬁ\gbi tants
X12 Land use class at time
i qut frequent land use.class in Moore
neighbourhood 7x7 at timet
Xia Se.cond frequent Iaqd use class in Moer
neighbourhood 7x7 at timet
X15 Land use class at timé-1
y Land use class at timé+1
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Figure 5.1 Changes in land use a) from 2001 to 2003, b) from 2003 to 2007, c) fr&2@07 to 2010.
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5.1.2 Experiment 1: Proposed sampling data

After the analysis was completed, it was found that only 4%®3 073 cells out of2
263 577cells) of the study area has been changed duringe period of nine years
(2001 2010) (Figure 5.1). In the period 2001 2003, changes have occurred in
0.40% of cells (9 134 cells), while greater changes in 1.13¥25 672 cells) and
2.65% (59 984 cells) of the total amount of cells located wiin the boundaries of
the study area were notedin the periods encompassing2003 2007 and 2007-
2010, respectively (Figure 5.).

Since a small amount of land use change can have negative congeges on model
building and validation, it is important to create appropriate trainng and test
datasets. Therefore, the method for data sampling proped and presentedin

section 3.4 is tested in this experiment. For that purpose foudatasets were
created and usedUs.7, Ur.10, Bs.7, and B.10. These datasetwere sampled from the
smaller and representative part of the study area. The dslin all four datasets
were represented according to thesimple dataset representatiorS, i.e. datasst
used in this experiment contain same attributes as datasets-g§ S-10 (Table 5.1).

The symbol U denotes an unbalanced dataset (included all ceftem the selected
smaller area) while B denotes a balanced dataset (includdgtie same amount of
changed and unchanged cells). Sets-Band B.11 were created by including all cells
that changed their land use state from a previous time epocd an equal number
of cells that did not change their state. Unchanged cells wepseudo randomly
selected assuming a uniform distribution over the entire samplig area and

preserving the original class proportions.

Models were built using all three ML techniques and the obtained results are

presented in Table 5.2.
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Table 5.2 Kappavalues for balanced B and unbalanced U training and test

datasets.

Kappa
DT NN SVM

Datasets used for modeling

Trained on W.7and tested on W.1o 0.73 0.82 0.85
Trained on W7 and tested on B.1o 0.23 0.31 0.35
Trained on Bs.7 and tested on B.1o 0.52 0.57 0.58

The obtained results for traditional kappa were very high when the model was
built with dataset Us.7 containing all cells and then testedbn dataset U.i0. This
result reflected the nature of both datasets in which vast aount of cells remained
unchanged and therefore induced higtkappa values. When the test dataset as
changed to B.1i1 with balanced amounts of changed/unchanged cells, the results
for kappa decreased significantly. The obtained results were expected sindbe
model was trained mainly on unchanged cells and was biaséowards predicting
unchangeable cells. Thé&appa values increased when model was trained onsB

and tested on B.1;.

This experiment indicates that the balanced sampling strategy faviL techniques
provides better model outcomes. The results obtained are imccordance with
Santé et al. (2010) who indicatedwhile reviewing literature using kappa statistics,
that kappa values have been inflated and are dependent on the progmn of land

use changes.

Since it has been shown that the proposed sampling methodagurides better model
outcomes and more realistic validations, similar data samplip was performed

herein and was carried out for all datasets that were used for furtheexperiments.
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5.1.3 Experiment 2: Comparison of models built using DT, NN and SVM based on

different data representations

This experiment aimed to compare LUC models that were built ugnall three ML

techniques and four proposed data representations S"S3h and 3Shc. Simple data
representation was evaluated using & as training and $.10as a test dataset for all
three ML techniques. Similarly, to evaluate the data representation wit
neighbourhood datasets 8.7 and S7.0 were used. Data representation with
neighbourhood & historywas evaluated using datasets "S.; and S".10. Data
representation with neighbourhood, history& changeswas evaluated using ¢3¢

as a training and S¢7.1; as a test setThe values obtained forkappa and kappa
simulation for the second experiment are presented in Figure 5.2 folaeh learning

technique and data representation.

The results of this experiment indicate that all threeML techniques are capable to
predict land use changes. The bar chart (Figure. 5.2) indicates that the NN &M
achieved better predictive models for the study areghan DT. However, unlike DT,
a drawback of the other two techniques (NN and SVM) is that thedo not provide
explanations of how the results were derived in order for a dmain expert to

interpret them.

Figure 5.2 Comparison of the validation measures of models for four data

representations S, § S, and 3¢ for all three machine learning techniques.
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Furthermore, DT is more time efficient and creates models seconds, whileNN
and SVM require lengthy processing times on the order of mites to hours,

respectively.

The representation that includes information from the neighbouhood and history
showed slightly better performance for all three ML techniges. This result can
lead to the assumption that informationfrom the neighbourhood and history are

important for prediction of land use, which will be tested in the next experiment.

5.1.4 Experiment 3: Ranking of attributes according to their significance for

models

This experiment was conducted to estimate the importance of eaclomsidered
attribute on the modelling process by using three different ranking rathods (¥, IG
and GR) and training datasets for the proposed data represaiions. The obtained
attribute rankings using all three ranking method ¥, IG and GR are presented for

all four data representations in Figures 5.3 and 5.4

Figure 5.3 Attribute rankin %o ~fZ—1+ , £ lGfanteGR method for data

representation S.
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Figure 5.4 ——"<¢,——1F "feece% ~f 72213 andfGR metlmod/for data

representation a) 9, b) S andc) She .

Since the three aforementioned methods rank attributes independentl of each
other according to their measure of association with the land uselass in time t

and that data representations $ and S" present expanded representation S, the
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results are different only for additional attributes (neighbourhood attributes for &
and neighbourhood and history attributes for 8") (Figure 5.4 a, b). The results for
the She differ slightly more due to changed attributes (Delta street otategory |

and Il and New inhabitants attributes) (Figure 5.4 c).

All attribute ranking methods "come to the same point" that the information on
previous class of land use is the most informative for therpdiction of LUC For

both simple and neighbourhood dataset representations, the highest ranked
attribute was the land use class in time-1, while the previous land use class (land
use class in timet-2) was the most informative attribute for the dataset
representations with neighbourhood & history and neighbourhood, history &
changesLand use class in timé-1 was the second ranked attribute for those two
datasets. Therefore, additional information about land userém the pastis very

important for the prediction.

The next ranked attribute for both datasets, '8 and 3¢, is the most frequent land
use class in the neighbourhoodror that reason, additional information about land

use classes in the cell's neighbourhood also play very important e

The results suggest that, ‘ — S? &hd 1G rank relevant attributes almost identically
while GR indicates some differences. Hencenly outcomes of IG and GR will be
discussed and usedn the next experiment It is well known that IG ranks higher
attributes with wider ranges of values when compared to GR. Hence, the
municipality attribute (only four distinct values) is ranked much lower than in the

et fetd "Vie fo & ET—ie Tice— T T P™MA - N fZE G FTH
(the municipalities from the study area are very different in tle sense of urban

growth).

Based on thelG, other important attributes for all data representations wee
related to the proximity of the city centre and the distance from ighways. The
lowest ranked attributes for the first three proposed datasetrepresentations were
related to distances from rivers and the number of inhabitants @r cell. Based on

the IG results, additional attributes in the fourth data representation that describe
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changes are very low ranked, while the GR ranks the change aftence to the first

category streets very high.

5.1.5 Experiment 4: Finding a set of attributes that best describe the p rocess of

land use change

This experiment was conducted in order to find how attribute reduction affects the
modelling outcomes for eachML technique. Ranking methods describedn the
previous experiment estimated the importance of each attribute indeendently of
all other attributes. Regardng the correlation between attributes, it is important to
estimate how they behave together in a real prediction proces Therefore, a
recursive attribute elimination method is performed (removing the lowest-ranked
one, and repeating the process until all attributes have beeremoved). Finding a
set of attributes that best describe the process of land use ahge using the
recursive attribute elimination method was conducted for attributesfrom data
representation " ranked based on thdG and attributes from data representation
She ranked based on IG and GR rank methods. The obtained valder all kappa

measures and all threeML techniques are presented in Figures.5 and 56.

Figure 5.5 Obtained values okappain a recursive attribute elimination process

using attributes from S ranked based on IG.
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a)

b)

Figure 5.6 Obtained values okappain a recursive attribute elimination process

using attributes from "¢ ranked based on a) IG and b) GR.

The recursive attribute elimination method showed that the fir¢ 5+ ranked
attributes by 1G and first 6+ ranked attributes by GR producedasisfactory models
for prediction of the land use change using all thredL techniques. In addition,
kappavalues indicate that the elimination of certain attributes improved the model

outcomes.

The values ofkappa indicate (Figure 55 and 56) that the DT method is 5% less

efficient when compared to the two other used methods. Bgxamining the results
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obtained for the GRkappa values declined sharply for all three techniques when
compared against the number of attributes used (for 8¢ with 6 highest ranked
attributes). This is different to 1G, wherdy values also decrease significantly but

more gradually when using 6 highest ranking attributes or less.

The first 6 IG ranked attributes in 8" and Shc data representations are the same
Therefore, the results obtained for allkappa measurements for models built using
6 or less highest ranking attributes from 8 and Shc are the same. On the other
hand, models constructed with 7 or more ranked attributes provié slightly
different values of used measured~or this reason, recursive attribute elimination

method by GR was carried out only for one data representations).

The highest values okappa, obtained after the recursive attribute eliminationon
Shranked by IG and Scranked by IG and GR are presented in Table®

Table 5.3 Highestkappavalues obtained after the recursive attribute elimination
on S ranked by IG and on8cranked by IG and GR.

Used data Used ML Usekd Numbedr of
representation technique Kappa ratrr]1 | ttqzet
metho attributes
DT 0.539 IG 9
SH NN 0.607 IG 11
SVM 0.612 IG
0.541 IG 8
DT
0.559 GR 11
0.599 IG 9
e NN
0.611 GR 13
0.605 IG 7
SVM
0.594 GR 12

The use of the first 9 attributes ranked by IG in data representation 8 provides

the highest obtained values ofkappa for models built by using DT and SVM.
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However, SVM is more capable for predictindguture land use classes when

compared to DT.

The results given in Table 5.3 indicate that the differences betweethe highest
obtained values ofkappa using the first ranked attributes by IG or R are neglected
for the same data representation (®¢). However, the number of used attributes
ranked by IG is smaller. Having that in mind, it can be concludéldat IG presents a
more appropriate attribute ranking method than GR considering thathe increase

in the number of attributes implies the increase of model complexity.

The calculatedkappa values obtained using different data representations (Table
5.3) Sh and 3hc and the same attribute ranking method IG are similar, whil¢he
number of used attributesis slightly different. The highest values okappa are
obtained by using one less attribute from ®¢ then from S in modeling land use
changeby DT and by using two less attributes from 8¢ then from " in modeling
by NN and SVM. However, considering the complexity regarding thergeation of
some 3hc attributes in this study area, and the fact that they do not contrute to a
significant improvement of the model performance, the data regsentation "

was used for the further analysis.

For comprehensive result analysis, it is necessary to obsertlee measure in which
the models predict the quantity of changes as well as to contir if those changes
are located where they should be. For that purposkappa locationand kappa histo
were used. The obtained values dfappa histoand kappa locationare presented in

Figure 5.7.

The results presented in Figure 5.7 indicate that all threeMiL techniques are
equally capable for modeling location and quantity of futue land use classes. The
obtained kappa and kappa histovalues follow similar trends for DT, NN and SVM.
Based on the analyse#tappa location the DT method performs slightly better than
NN and SVMThe values ofkappa histodecrease sharply when using three and less

first-ranked attributes by IG.
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a)

b)

Figure 5.7 Obtained values of akappa histoand b)kappa locationin a recursive

attribute elimination process using attributes from 3" ranked by 1G.

In order to examine the extent to which the applied models pradt changeskappa
simulation and its corresponding variations were used. The obtained results ar

presented in Figure 5.8.
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a)

b)

Figure 5.8 Obtained values of akappa simulationb) kappa transition and c)kappa
translocin a recursive attribute elimination process using attributes from 8
ranked by IG.
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Figure 5.9 Part of the built decision tree for 8" data representation.

The obtained values forkappa simulationindicated trends that are similar to the
ones obtained forkappa and indicated that SVM and NN performed nearly 10%
better than DT.

In general, all previous results indicate that while all threeML techniques can be
used for modelling urban land use change, the accuracy canibgroved by using

appropriate balanced sampling schemes and relevant attribute selections.

Results indicate that SVM and NN hava slightly better capability to model
changes than DT. Considering that the prediction of the correct Idtan where the
changes occurred is more important for the land use change modelling thanerall
guantity of changes, the SVM technique is more appropriate than NN. Howey#re
DT technique helps reveal the explanation as to how the resultgere derived. This
enables an expert to interpret the model because it is possible tosualize the tree
from which the decisions hae been made (Figure 5.9). This is not possible with
SVM and NN and therefore these two technigques remain a black bend are closed

for the user to understand.

Finally, based on the evaluation experiments, the modelling tzomes are
presented for the highestkappa kappa simulation values per each class in Table
5.4 and Figures 510, 5.11 and 5.12.
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Table 5.4 Performance measures of selected models built by DT, NN and SVM fockidkses based okappa, | f *’ flocation,

kappa histq kappa simulation kappa transition and kappa transloc

o : Land use class
@ = Agricultural | Wetlands | Traffic |Infrastructure |Residential| Commercialf Industry | Special| Green
& | 25 areas use area
= =2
< DT 0.656 0.986 0.705 1.000 0.566 0.150 0.397 | 0.703 | 0.310
g NN 0.732 0.959 0.596 0.966 0.591 0.362 0.483 | 0.697 | 0.428
< SVM 0.736 0.985 0.551 1.000 0.612 0.311 0.563 | 0.694 | 0.395
< DT 0.903 0.988 0.785 1.000 0.683 0.540 0.441 | 0.909 | 0.499
g NN 0.875 0.971 0.624 0.985 0.610 0.481 0.499 | 0.901 | 0.446
X SVM 0.820 0.987 0.629 1.000 0.638 0.593 0.599 | 0.880 | 0.412
DT 0.726 0.998 0.898 1.000 0.829 0.278 0.898 | 0.773 | 0.620
g NN 0.836 0.987 0.955 0.981 0.969 0.752 0.969 | 0.774 | 0.961
Xz SVM 0.898 0.998 0.877 1.000 0.959 0.524 0.941 | 0.788 | 0.959
5 DT 0.471 0.000 0.077 1.000 0.456 0.034 0.242 | 0.012 | 0.059
g NN 0.605 0.007 0.004 0.000 0.495 0.173 0.359 | 0.002 | 0.308
¥ SVM 0.625 0.001 0.004 1.000 0.526 0.164 0.475 | 0.046 | 0.275
g DT 0.872 n.a. 0.136 1.000 0.814 0.195 0.729 | 0.577 | 0.521
‘_g NN 0.848 0.015 0.005 n.a. 0.667 0.307 0.807 | 0.071 | 0571
X SVM 0.763 0.017 0.007 1.000 0.693 0.387 0.735 | 0.248 | 0.505
< DT 0.540 0.000 0.564 1.000 0.560 0.175 0.332 | 0.021 | 0.114
3 NN 0.714 0.490 0.743 0.000 0.742 0.564 0.445 | 0.035 | 0.540
_gg SVM 0.819 0.046 0.623 1.000 0.759 0.423 0.646 | 0.186 | 0.545
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The results presented in Table 5.4 enabla detailed analysis of the capability of all

three used ML techniques to predict changes for each of land use ckss

DT, NN and SVM do not motleach class with the same accuracy. For example, DT
is less capable for predidhg the Commercialland use class in comparison to the
other two techniques (based onkappa and kappa simulation values), particularly
with regard to the amount of that class in the future (bas# on kappa histo and
kappa transition values) On the other hand, DT is more capable for predicting the
Traffic areas land use class then the other two techniques, particularly with
regards to the location of that class in the future (based okappa location and

kappa translocvalues).

In accordance with the processed assessment of similarity betweelanned and
actual land use maps (section 4.4nhone of the infrastructure objects have been
built above the total area from 2001 to 2010. Thereforethis is the class with no
changes and DT and SVM successfullfearned ¢ that class does not change
whereasNN did not (kappa 2 s. The small amount of changes on th&etland class
during the observed time period was caused by the start afonstruction of the
bridge over the Sava. All ML techniques registered those aiges during the
learning process However, since the number of changed cells is very sma0.4%)
when compared to all cells in the Wetland class, the resulting changes are not
learned so well. During the reclassifications the existing Not built class was
predefined into the Green areaor Agriculture class based on the actual state
detected on ortophoto maps. Additionally, theGreen areaclass contains areas used
for several different purpose CemeteryParks Recreationand Not built). Since the
Green areaclass contains areas with various purposes, ML techniquesadh
difficulties to find (learn) rules of changes.In order to improve modeling of this
class it is possible to predefine this class as two or moasses The outcomes of
these selected models built using DT, NN and SVM, along witle tactual LUC for
the period from 2007 to 2010 for all three municipalities ae presented in Figure
5.10,5.11 and 5.12.
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Figure 5.10 a) The actual land use and b) predicted land use for year 201

obtained with Decision Trees
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Figure 5.11 a) The actual land use ant) predicted land use for year 2010

obtained with Neural Networks.
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Figure 5.12 a) The actual land use and b) predicted land use for year 2010

obtained with Support Vector Machines.

97



Chapter 5. Results and discussion

5.1.6 Analysis of maps of modelling outcomes

The analysis of the maps of modelling outcomes (Figuresld, 5.11 and 5.12)was
performed in consultation with urban planners. By comparing actual land use and
predicted land use maps on marked polygons (areas wherén@anges have taken
place during the period from 2007 to 2010), it can be concluet that the

differences are irrelevant froman urban point of view.

The detailed analysis of the distribution of classes in the map of actualrd use
differs from the map of predicted land use and can be perfored based on the

generic form of a contingency table (explained in section 3.6.1) (Table 5.5).

Table 5.5 Generic form of a contingency table for a selected model built by SVM.

Map B - predicted land use

1 2 3 4 5 6 7 8 g | °f

Classes

0.256 | 0.000 | 0.002 | 0.000 | 0.024 | 0.001 | 0.006 | 0.000 | 0.003 | 0.291

0.000 | 0.025 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.025

0.000 | 0.000 | 0.021 | 0.000 | 0.005 | 0.002 | 0.001 | 0.000 | 0.002 | 0.032

0.000 | 0.000 | 0.000 | 0.002 | 0.000 | 0.000 | 0.000 | 0.000 | 0.000 | 0.002

0.057 | 0.000 | 0.004 | 0.000 | 0.264 | 0.004 | 0.004 | 0.001 | 0.009 | 0.344

0.004 | 0.000 | 0.006 | 0.000 | 0.026 | 0.025 | 0.030 | 0.000 | 0.012 | 0.104

0.016 | 0.000 | 0.002 | 0.000 | 0.012 | 0.001 | 0.063 | 0.001 | 0.004 | 0.098

0.002 | 0.000 | 0.001 | 0.000 | 0.006 | 0.005 | 0.001 | 0.024 | 0.002 | 0.040

Map A - actual land use
O] | N| O] O] | W| N|

0.000 | 0.000 | 0.004 | 0.000 | 0.025 | 0.002 | 0.004 | 0.001 | 0.026 | 0.064

0.335 | 0.025 | 0.041 | 0.002 | 0.363 | 0.039 | 0.109 | 0.027 | 0.059 1

_.f’B

During the visual examination, it was determined that the modellig outcome

derived by SVM largely agreed with the actual land use magowever, SVM suffers
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(is corrupted ""‘e OefZ-— - 'nbise {adassification error) slightly more in
comparison to the other two techniques. Sal& pepper noise can be defined as a
kind of impulse noise in which only a few pixels are noisy antheir values are
often extreme (Boncelet 2005). In a gray scale image, these noigixels look like
salt and pepper spread on the image. In the classified mapas(is the casen this
dissertation), salt & pepper noise can be considered as a siagoixel (or a small
group of contiguous pixels) that is distinct from its (or their) spaial

neighbourhood.

Reduction of that deficiency was accomplished using median filter (Boncelet,
2005). The median filter works by movinga window (of 3x3 cell size) through the
map pixel by pixel and replacing each pixel with the median valuef neighboring
pixels. In median filtering, the neighboring pixels are ranked accdmg to intensity

and the median value becomes the new value for the central pixel.

Using median filer on maps of modelling outcomes improves classification

accuracyespecially for prediction of the changed cells (Figure 5.13)

As a result, for a selected model built using SVM, thappa value is increased by
0.042 (0.653) and the kappa simulation by 0.055 (0.518). The accuracy for
predicting the future location of all cells increased by 0.056k@ppa location=0.733)
and for future location of changed cells increased significantlypy 0.142 (kappa
transloc=0.812).

Figure 5.13 Part of map of modelling outcome a) before and b) after applying

median filter.
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However, the accuracy for predicting the future quantity ofall cells stayed the
same and the future quantity of changed cells decreased by.084 (kappa
transloc=0.637).

The profound analysis can be performed using maps of melling outcome which
present the probability of occurrence of each class individuallyNamely, the
outcomes from ML techniques can be presented in two ways: as maps of
probability of occurrence for each class individually and as a ap in which each

pixel is associated with the class that has the highest probability.

Figure 5.14 Map of probability of occurrence forAgriculture class.
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Maps of probability can greatly contribute to the decision makig processes of
urban planners. The probability map for theAgricultural class is presented in
Figure 5.14, while the probability maps for other classs are presented in

appendices 18.

Moreover, there is some degree of similarity in land useonsidering the overlap of
individual classes such asCommercial and Residential classes, which are often

combined in one area.

Figure 5.15 Comparison of actual and predicted land use maps for year 2010 in

the fuzzy set approach.
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For that reason, it is convenient to consider the probability of simdlr classes
during the analysis of accuracy of modelling outcomes "‘e —SF "Zfeef”je "'co— ‘7
view, if one of the similar classes emerges instead of anothene, it does not

necessarily have to mean that the prediction was completely inaccurate.

The comparison of actual and predicted land use maps for ye2010 was carried
out using fuzzy kappa in the same way as in the assessmerftsimilarity between
actual and planned land use maps (section 4.4). Since the fuzzgt approach
provides gradual maps of similarity, it is possible to anabe differences between
these two maps considering the level of similarity between paicular classes
(Figure 515).

5.2. Sensitivity of the predictive land use change model built by
SVM

Obtaining the best performing model implies proper implemerdtion of the
following: adequate data representation, sampling data and selection dhe
appropriate subset of attributes as was shown in previous experiments. In
addition, the efficient application of SVM requires the selection of optial
parameters. For this reason, special attention is given to this pka of LUC

modeling using SVM.

The efficient application of SVM, which uses the Radial Basisn€tion kernel

(explained in section 3.3.3), requires the selection of the optimal combination of
penalty factor C and the Gaussian paramete@ a e—fetf "t "frfef-1" otZ%..
procedure assumes the existence of a separate validationt aesed to measure the
performance of the model trained with selected parameter combations. The best
performing combination on the validation set is used to train the radel on the
whole training set. The validation set is usually obtained byididing the training

set into two (or more in the case ok-fold cross validation) independent parts.

Since the research problem has the form of a time seridhge validation set should

not be from the same time period as the test set. Thereforthe parameters are
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varied on the training set &*2 yt1) and the model performance is measured on the
(x+1, yt) validation set. The best performing parameters were usetb train the final

SVM prediction model on X+, yt), which is then used to predict 1.
In this part of the dissertation the following was examined:

Sensitivity of the LUC model built by SVM using all considsd attributes
and the same number of attributes selected by Info Gain, Gaatio or
Correlation based Feature Subset with regard$o the SVM parameter

changes,

~ Sensitivity of the LUC model built by SVM using subsets of attribute sefed
from different data representations by Correlation based Faure Subsé
with regards to the SVM parameters. Additiondy, a realistic performance
of the SVM model was tested by finding the appropriate panseters using
only the available data from the pasttf2, t-1; t) and then using those best
performing parameters for modeling (predicting 0 —-e¢<*+‘ ™ituée [and

use, y+i.

5.2.1 Study area and datasets creation for Training and Testing

The Zemun municipality was usedas a study areain this experiment. Since the
area contained a small amount of cells with changed land use, the balanced
sampling approach was used to create training and test datasefsr building and

evaluation of derived models according to the procedure described in seati 3.4.

Three different data representations were used to build propsed SVM prediction
models. The first representation included attributesx: to xio and attribute X0
described in Table 5.6. These attributes were used to builithe basic model based
on distances to significant objects, population and previous land as(in further
text referred as M). In the other two neighbourhood representidons, information
(X11 to x20, Table 5.6) was added to the basic model and presented with two
variations: M 7 x 7 with Moore neighbourhood of 7x7 and My x 21 with Moore

neighbourhood of 21x21 (explained in section 8).
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Table 5.6 Attributes used for different data representation M, Mxz and Mbixos.

Attributes Description

X1 Euclidean distance of grid cell to municipality center

X2 Euclidean distance of grid cell to city center

X3 Euclidean distance of grid cell to the closest rivers

X4 Euclidean distance of grid cell to the closest big green areas

X5 Euclidean distance of grid cell to the closest railway lines at tinte

X6 Euclidean distance of grid cell to the closest highway at tinte

X7 Euclidean distance of grid cell to the closest main road at tinte

e Euclidean distance of grid cell to the closest street of categolrat
time t

Yo Euclidean distance of grid cell to the closest street of categorly
attimet

X10 Population change index

X11 Number of agricultural cells in neighbourhood at time

X12 Number of wetlands cells in neighbourhood at timé

X13 Number of traffic areas cells in neighbourhood at time

X14 Number of infrastructure cells in neighbourhood at timet

X15 Number of residential cells in neighbourhood at time

X16 Number of commercial cells in neighbourhood at timée

X17 Number of industry cells in neighbourhood in at timet

X18 Number of special use cells in neighbourhood at time

X19 Number of green areas cells in neighbourhood at time

X20 Land use class at time

y Land use class at timé+1
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5.2.2. Sensitivity of SVM predictive land use change model in regard to

parameter changes and used attributes selection methods

Data representation used for this experiment was M and modelsere built using
the training set (2003 2007) and tested over the test set (2007 2010).

In the first step of experimentation, an attribute selection was cared out using
three methods: IG, GR and CFRhe obtained results are presented below, in Figure
5.16.

The CFS selected subset of five attributes including: land ustass, PCI and
Euclidian distance to the closest big green area, highway and maimad. Whereas
the CFS automatically determines a subset & relevant attributes, which are
highly correlated with the land use class and are uncorrelatewith each other; 1G
and GR rank all considered attributes independently of each othexccording to
their measure of association with the future land use clas3herefore, in order to
compare the sensitivity of models built with attributes selected withthose three
methods in regards to SVM parameters, the five highest rankeattributes by 1G

and GR were selected and three new data representations were created.

Figure 5.16 Sdection of attributes by IG, GRand CFS.
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Each data representation contains training and test datasets anavé selected
attributes by IG,GRand CFS.

In the second step, the model performance derived with all atbutes (M) and with

asubset of 5 selected attributes based on the CFSqW, IG (M®) and GR (MR for

different SVM parametersC f T w@re compared The range of parameters used

to train SVM models was {1, 5, 10, 50, 100} f&€ ft radwa sa wa sr "' @a ™
makes the total of 20 combinations created for each individual da
representation. Validation values measured for all modelshat were built using

various SVM parameters and four different data representatits are presented in

Figure 5.17.

Compared to the model based on all attributes, the usd a subset of attributes
selected by CFS increases the kappa value by 6%. Whertres use of a subset of
attributes selected by GR increases the kappa by 4% and theeusf IG decreases
the kappa value by 10%. Results indicate that MSand MR are more robust to

different SVM parameter combinations and exhibit better kappa performance.

Figure 5.17 Comparison of the model performance derived with all attributes (M)
and with subset of 5 selected attributes based on the CFS{V, IG (M®) and GR
(MCR) for different SVM parametersC f 1. @
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Models built based on MFSare slightly better than the ones based on & Using M
and MC provides models that are less capdé at predicting LUC and can be

overfitted with higher values of parameters.

Generally,a subset ofk attributes selected by CFS provides slightly better models
when compared to k highest ranked attributes by GR and significantly better

models compared tok highest ranked attributes by IG.

5.2.3 Sensitivity of SVM predictive land use change model in regard to
parameter changes and subset of attributes selected by CFS from different data

representation

The model built with attributes selected by CFS provides ightly better model
performance when compared to others and therefore this attribte selection
method was used for this experiment. In the first step of the expenent, a CFS
method was performed for each data representation, M, M 7and M1 x 21, in order
to find the most informative subset of attributes from Table5.6. The results are

shown in Table 5.7

The number of selected attributes increased with the addition foneighbourhood
information to the basic model M (Mx7, Maixe1) and by expanding the size of
neighbourhood (M21x21). In all training datasets, the CFS selected land use class (
t), PCI and Euclidean distances to the closest big green area, higi and main
road were used. Additionally, the most relevant classes the 7x7 neighbourhood
are Wetlands Traffic areas and Special use(school, hospital, police station...).
Beside those attributes, in the 21x21 neighbourhood, residentiaand industry
class are joined to the subset of selected attributes. Moddbbelled as MFS MCFSy;
and MCFS1,01 were built on training sets that contain only selected attributes
(Table 5.6).
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Table 5.7 Subset of selected attributes based on the CFS method for three data

representations.

M

M7x7

M21 x 21

Euclidean distance of
grid cell to the
closest big green
areas

Euclidean distance of
grid cell to city center

Euclidean distance of grid
cell to city center

Euclidean distance of|
grid cell to the
closest highway

Euclidean distance of

grid cell to the closest big

green areas

Euclidean distance of grid
cell to the closest big green
areas

Euclidean distance of|
grid cell to the
closest main road

Euclidean distance of
grid cell to the closest
railway lines

Euclidean distance of grid
cell to the closest railway
lines

Population change
index

Euclidean distance of
grid cell to the closest
highway

Euclidean distance of grid
cell to the closest highway

Land use class

Euclidean distance of
grid cell to the closest
main road

Euclidean distance of grid
cell to the closest main road

- Population change index | Population change index

Number of wetlands cells in
neighbourhood

Number of wetlands cells
in neighbourhood

Number of traffic areas Number of traffic areas cells

cells in neighbourhood

in neighbourhood

Number of special use
cells in neighbourhood

Number of special use cells
in neighbourhood

Number of residential cells

B Land use class in neighbourhood

Number of industry cells in
neighbourhood

Land use class

In order to examine the influence of the parameters on the pasfmance of the
2007) and
tested over the test set (2007 2010). The obtainedkappa values are presented in
Figure 5.18.

models, individual models were built using the training set (206
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Figure 5.18 Comparison of the model performance derived with different data repremntation and different values of SVM

parametersC fe1t @ &
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The results show that SVM provided an adequate predictionf @ UC using all three
data representations. The ranges okappa for MCFS MCFS,7, and MFS1,01 are 0.52-
0.68, 0.57-0.68 and 0.61-0.65, respectively. Although @éhuse of MFSi,1 obtains
slightly lower results, this dataset is less sensitive to pameter changes than the
other two. The highestkappa values for MFSand MFFSy; are similar. However, the
MCFS,7 performs better with smaller values of parameters whichindicate that McFSy7

has a greater power of generalization.

In the previous step all models were evaluated on the correspondinggesets. The test
sets belong to the future from the perspective of data udeto train the models. In
reality, land use experts would build an operative model byinding the appropriate

parameters using only the available data from the past.

A more realistic case can be examined if 2010 is used aswarknown future land use

class (y*1). A realistic performance of models was accomplished in following maen

1. Models were built based on 2001 2003 training datasets and tested on 2003

2007 validation sets for each of 20 parameters combinations

2. Best performing parameters were selected for each data represertian (MCFS
[5,100]; MCFSy7  [5,10]; MFS121  [10,1])

3. Models were built based on 2003 2007 training datasets and tested on 2007

2010 using previously selected best performing parameters (Table &).

Table 5.8 Values for different kappa measures for models that were built basesh

selected parameters, for all three data representations.

Dataset C @ Kappa Kiocation Khisto

MCFS 100 5 0.677 0.744 0.910
MCFSy7 10 5 0.678 0.757 0.895
MCFS1521 1 10 0.640 0.729 0.877
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The model performance on the2007 2010 test set could be regarded as a realistic
assessment of its capability to predict future LUC (operative odel performance
emphasized in Figure 5.18 with bigger markers). Models MSand M°F$y; exhibited

similar values ofkappaand the value for MF$1x21 was slightly lower.

In order to provide abetter overall evaluation, two additional kappa values had tde
analyzed: kappa location and kappa histo. The ¥« model was able to predict the
location of changes slightly better than MFSand MFF$1401 models. However MFSwas
better at predicting the quantity of change than the other two models. Hee, it is
difficult to judge what could be the best model independently fiothe final application.
Therefore, the model performance for all classes frorthe study areais show in Table
5.9.

All classes, excluding the&Commercialclass, resulted withkappa values higher than
050and<stc...f—-ft -Sf- St 1< "ci.—Z—<te —* OZEF"20L [ 284 %ot
This could be explained by the kind of data, since this class is often combineith two
different classes (ndustrial and Residentia). Infrastructure and Wetland were the only
two classes without changes within the period betweer2001 2010 years kappa
equals one). Kappa location values indicate that the inclusion of neighbourhood
information improves the results significantly for certain classes MCFS,; predicts
locations for future traffic areas significantly better when compred to the other two
models. On the other hand, FF$i:1 significantly improves the prediction for
Commercid classes. The prediction for the quantity of changes is exasilt for the
majority of classes. It is the responsibility of the urban planer to decide which one of
the presented models would be selected. The obtained prietied land use changes are
presented in Figures 5.19, 5.20 and 5.21.

111



Chapter 5. Results and discussion

Table 5.9 Performance measures of selected models for all classes, basedkappa, kappa locationand kappa histo

values.
Land use class Kappa Kiocation Khisto
MCFS | MCFS,7 MCFS1,01 | MCFS MCFSy7 MCFS1,01 MCFS | MCFSy7 | MCFS1401
Agriculture 0.722 0.723 0.679 0.754 0.764 0.763 0.958 | 0.946 0.889
Wetland 1.000 1.000 1.000 1.000 1.000 1.000 1.000 | 1.000 1.000

Traffic areas 0.545 0.657 0.563 0.549 0.812 0.574 0.999 | 0.808 0.981

Infrastructure 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Residential 0.743 0.748 0.673 0.743 0.776 0.681 0.983 0.964 0.988
Commercial 0.168 0.165 0.168 0.312 0.296 0.397 0.538 0.558 0.423
Industry 0.680 0.654 0.661 0.686 0.670 0.692 0.992 0.976 0.955
Special use 0.594 0.594 0.600 0.932 0.932 0.934 0.645 0.638 0.642
Green area 0.506 0.518 0.477 0.953 0.954 0.962 0.531 0.542 0.496
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Figure 5.19 a) The actual land use and) predicted land use for year 2010 obtained

with selected parameters and MFSdata representation.
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Figure 5.20 a) The actual land use and b) predicted land use for year 2010 obtauh

with selected parameters and MF$,7 data representation.
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Figure 5.21 a) The actual land use and b) predicted land use for year 2010 obtathe

with selected parameters and MF31x21 data representation.
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Chapter 6:

Conclusion

The development of models for the analysis and predian of dynamic geographic
phenomenahas been spurred recently by the vast availability of geospai data in
digital form, development of GIS and related technologies.sAa relatively new
approach, which has the capability to develop modelling proceires for
representation of the underlying complex phenomena from historickdatasets,
data-driven methods are insufficiently researched in the field bland use This
research examined the possibility of applying different data-dven methods to
predict urban land use changes (LUC). The proposed methodgly included
problem definition, data collection and preparation, data samjhg, analysis of
urban LUC attributes importance, building, validating and analyzingnodels for

LUC prediction.

Four experiments were conducted to examine the proposed methodmjy.
Different representations of datg different attribute selection methods and
different numbers of the attributes were considered. Furthermoe, three machine
learning techniques were used (Decision Trees, Neural Networksné Support
Vector Machines) in order to build models and model outconsgewere compared
(using various forms of Kappa statistics) and analyzedVoreover, nine land use
classes were considered for building and validating the modelshich added to the
complexity of the research. The study area that was used fothese four
experiments encompasses three Belgrade municipalities (Zemun, NewelBrade
fet —"represented as 10x10 m grid cells in four different momerstin time
(2001, 2003, 2007 and 2010).
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Land use changes present very complex spatial - temporalqaress which depends
on many different factors (attributes). Creating database for stud area in GIS
environment enables integration, manipulation and analyzes of diffemt types of
considering attributes. In the proposed methodology the study area is represeatl
as a grid of cells, where each cell is uniquely identified witits accompanied
attributes and land use classFor each considering moment in time, the GIS data
layer (point layer- where each point represents center of gablished grid cell) is
created and presents distribution of considering attributes on a study areaf each
moment in time. By using those GIS data layers it is easydeeate training and test

datasets which are necessary to built and validate model

In land use problem domain, the overall number of cellthat change their land use
over time is very small compared to the total number of dks in the study area.
Therefore, the unbalanced nature of the data could be misleiagy for both the
learning process and the evaluation of the model performanceA proposed
procedure in this research that selectan equal number of land use changed and
unchanged cells preserving original distribution over the classeyielded better

predictive models.

The study experimented with four different data representationsused as inputs to
different machine learning techniques Apart from the commonly used urban
indicators in LUC modeling (such as present land use class, number of inhabitants
distances to city centre, highways, roads) representations used this research
included the neighbouring information about land use classes,story information
about previous land use and information regarding the changesf some spatial
attributes that occurred in the past at each cell in the grid. Thexperiments
suggested that a model with neighbouring information performd better than a
simple model with common urban indicators. However, further shancement of
the data representation with historical information related to previous land use
improved the prediction over the neighbouring model. On the ther hand, the
representation with changed attributes information does not contritute to a

significant improvement of the model performance,as might be expected
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especially regarding to relatively small amount of change#n the considered

attributes.

A detailed analysis of attribute importance was performed usinghree attribute
ranking methods: ¥, Info Gain and Gain Ratio in order to find the most relevant
attributes for all data representations. The selection of the methotbr the attribute
ranking depends on the machine learning techniques and on the types of attributes
themselves because the methods favored differing types of athutes. It is found
that , ‘' —S2 ahd IG rank the attributes almost identically while GR indicates scn
differences. Both methods showed that the previous land use antkighborhood
are very important but not sufficient for an accurate modeling rsult. By using
recursive elimination method, a subset of the most informative attributes was
found. The experiments suggested that relatively small numbef attributes (6 or
5) was sufficient for realistic model predictions.Reducing the initial set of input
attributes to an informative subset resulted in less complex miels, in regard to
number of used attributes, and models with better performace. Additionally, the
proposed methodology allows the consideration of numerous attributes
(categorical and continuous) followed by proposed selection adubset of the most
informative ones for the learning process. This approach enables a widemge of

user unbiased application of model outcomes.

Based on the obtained results it can be concluded that all threeachine learning
techniques are suitable for modeling land use change. Whennspared together,
the NN, DT and SVM techniques all have some advantages andhdiiantages.
Generally, NN and SVMave a slightly better capability to model changes tharDT.
Considering that the prediction of the correct location where the chayes occurred
is more important than overall quantity of changes, the SVM tenlgue is more
appropriate than NN, from an urban point of view. The capabilityof the DT to
reduce the derived model as a set of logicdF THEN rules enables a domain
expert to have an easier understanding of the problem and in marpases could be

preferable to more complex functional methods such as SVM.

In addition, sensitivity analysis of the SVM-based model was perined in order to

explore its sensitivity to attribute selection and parameter changes. ttlels were
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built and the outcomes were compared and analyzed by using tlsame number of
attributes selected from the new three different data representaons obtained
through Info Gain, Gain Ratio and Correlation-based Featureil$set and various

combinations of SVM parameters. Moreover, the capability tanfl the appropriate

predictions of future land use changes. The municipality of Zeim was used as the

main testing area, which is the largest municipality within the Belgrade cityimits.

The obtained results indicate thata subset ofk attributes selected by CFS provides
slightly better models compared tok highest ranked attributes by GR and provides
significantly better models compared tok highest ranked attributes by 1G. Using
selected attributes by CFS and GR resulted in a simple mo@leks attributes less
complicated model) with better performance and with less posibility to be

overfitted with higher values of SVM parameters.

In conclusion, this research presents a novel means of enhancingtalariven
methods and assesss their suitability for modelling land use change in cases of
high thematic resolutions i.e. large amount of classes. Based on the obtained
results it can be concluded that the proposed data-driven methododly provides
predictive LUC models which could be successfully used foreation of possible
scenarios of urban LUC and presents helpful tools for mode urban planning
decision making purposes Considering the flexibility of the proposed
methodology, in regard to used attributes, number of targeclasses, spatial and
temporal resolution, it has great potential in application for modelling other

spatial-temporal phenomena.
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Appendix 1:

Map of probability of occurrence forWetland class
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Appendix 2:

Map of probability of occurrence forTransportation networksclass

135



Appendices

Appendix 3:

Map of probability of occurrence forinfrastructure class
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Appendix 4:

Map of probability of occurrence forResidentialclass
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Appendix 5:

Map of probability of occurrence forCommercialclass
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Appendix 6:

Map of probability of occurrence forindustry class
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Appendix 7:

Map of probability of occurrence forSpecial uselass
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Appendix 8:

Map of probability of occurrence forGreen areaclass
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