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#### Abstract

Recently, Kim and Shader analyzed the multiplicities of the eigenvalues of a $\Phi$-binary tree. We carry this discussion forward extending their results to a larger family of trees, namely, the wide double path, a tree consisting of two paths that are joined by another path. Some introductory considerations for dumbbell graphs are mentioned regarding the maximum multiplicity of the eigenvalues. Lastly, three research problems are formulated.
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## 1 Preliminaries

For a given $n \times n$ real symmetric matrix $A=\left(a_{i j}\right)$, we define the graph of $A$, and write $G(A)$, as the undirected graph whose vertex set is $\{1, \ldots, n\}$ and edge set is $\{i j \mid i \neq$ $j$ and $\left.a_{i j} \neq 0\right\}$. On the other hand, for a given (weighted) graph $G$, we may define $A(G)=\left(a_{i j}\right)$ to be the (real) symmetric matrix whose graph $G(A)$ is $G$. We focus our attention to the set

$$
\mathcal{S}(G)=\left\{A \in \mathbb{R}^{n \times n} \mid A=A^{T} \text { and } G(A)=G\right\},
$$

i.e., the set of all symmetric matrices sharing a common graph $G$ on $n$ vertices. Nevertheless, all results can easily be extended to complex Hermitian matrices.

If $G$ is a tree, then the matrix $A(G)$ is called acyclic. In particular, if $G$ is a path, we order the vertices of $G$ such that $A(G)$ is a tridiagonal matrix.

We will often omit the mention of the graph of the matrix if it is clear from the context.

[^0]Let us denote the (algebraic) multiplicity of the eigenvalue $\theta$ of a symmetric matrix $A=A(G)$ by $m_{A}(\theta)$. The $(n-1) \times(n-1)$ principal submatrix, formed by the deletion of row and column indexed by $i$, which is equivalent to removing the vertex $i$ from $G$, is designated by $A(G \backslash i)$.

Among the linear algebra community, most of the results on multiplicities of eigenvalues are mainly confined to trees motivated by the Parter-Wiener Theorem [16] and to Cauchy's Interlacing Theorem.

For a more detailed account on the subject the reader is referred to [16]. We remark that the Parter-Wiener Theorem was reformulated in the survey work [7], by the second author, motivated by the earlier seminal work of C. Godsil on matchings polynomials [9, $10,11]$. The same approach produced a result for the multiplicities of an eigenvalue of a matrix involving certain paths of the underlying graph, with many interesting applications to general graphs [4].

Theorem 1.1. [6, 8] Let $P$ be a path that does not contain any edge of any cycle in $G$. Then

$$
\begin{equation*}
m_{A(G \backslash P)}(\theta) \geqslant m_{A(G)}(\theta)-1 \tag{1.1}
\end{equation*}
$$

Since a tree has no cycles, the inequality (1.1) is true for any path in a tree, which generalizes a result for the standard adjacency acyclic matrices [9].

The inequality (1.1) can provide us an upper bound for the multiplicity of an eigenvalue of a graph. The next result was established by R.A. Beezer in [3, Lemma 2.1] and it gives a lower bound. It was originally stated for standard adjacency matrices, but it can be proved for weighted adjacency matrices.

Lemma 1.2. Let us suppose that $H_{1}, \ldots, H_{k}$ be graphs, and let $v_{1}, \ldots, v_{t}$ be additional vertices. Construct a graph $H$ by adding new edges that have one endpoint in the set $\left\{v_{1}, \ldots, v_{t}\right\}$ and the other endpoint in a vertex of some $H_{i}$. If

$$
A=\left(\begin{array}{ccc|c}
A_{1} & & 0 & \\
& \ddots & & C^{T} \\
0 & & A_{k} & \\
\hline & C & & D
\end{array}\right) \in S(H)
$$

where $A_{i} \in \mathcal{S}\left(H_{i}\right)$, for $i=1 \ldots k, D$ is a real diagonal block, and $C$ has $t$ rows, then

$$
\begin{equation*}
m_{A}(\lambda) \geqslant \sum_{i=1}^{k} m_{A_{i}}(\lambda)-t \tag{1.2}
\end{equation*}
$$

We remark that (1.2) is a special case of Cauchy-type interlacing theorems for block Hermitian matrices. In fact, if $\lambda$ is an eigenvalue of the upper block decomposition $A_{1} \oplus$ $\cdots \oplus A_{k}$, a block vector calculation shows that the dimension the eigenspace of $\lambda$ of $A$ is at least as great as the dimension of the intersection of the eigenspace of $\lambda$ of $B$ and the null space of $C$ (for more details the reader is referred to [15]).

Interestingly, Lemma 1.2 provides us an algorithm construct matrices of certain graphs where the maximum multiplicity is attained. For example, let us consider the (4, 3)-tadpole graph $T$


Considering the path joining vertices 1 and 4 in (1.1) we see that, for any eigenvalue $\lambda$ of $A \in \mathcal{S}(T), m_{A}(\lambda) \leqslant 2$ (see also [2, 8]). On the other hand, from (1.2), setting $A_{1}$ for the Jacobi matrix whose graph is the path joining vertices 1 and 2 (an edge) and $A_{2}$ for the matrix whose graph is the cycle containing vertices $4,5,6$, and 7 , we have

$$
m_{A}(\lambda) \geqslant m_{A_{1}}(\lambda)+m_{A_{2}}(\lambda)-1 \geqslant 1+2-1=2 .
$$

Therefore, if we want to construct a matrix in $\mathcal{S}(T)$ with an eigenvalue, say $\sqrt{2}$ of maximal multiplicity, we may set

$$
A_{1}=\left(\begin{array}{rr}
1 & 1 \\
1 & -1
\end{array}\right)
$$

and

$$
A_{2}=\left(\begin{array}{rrrr}
0 & 1 & 0 & -1 \\
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
-1 & 0 & 1 & 0
\end{array}\right)
$$

constructed as in [5]. Then any matrix of the form

$$
A=\left(\begin{array}{rrrrrrr}
-1 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & * & 0 & 0 & 0 & 0 \\
0 & * & * & * & 0 & 0 & 0 \\
0 & 0 & * & 0 & 1 & 0 & -1 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & -1 & 0 & 1 & 0
\end{array}\right)
$$

has $\sqrt{2}$ (and, in this case, $-\sqrt{2}$ too) as an eigenvalue of maximal multiplicity 2.
In general, for a given $(m, n)$-tadpole $G_{m, n}$, if $\lambda$ is an eigenvalue of $A \in \mathcal{S}\left(G_{m, n}\right)$ but not eigenvalue of $A\left(C_{m}\right)$, then $\lambda$ is simple, from (1.1).

In this note, we show how to use inequality (1.1) to generalize a result on the maximum multiplicity of an eigenvalue of a $\Phi$-binary tree due to Kim and Shader [18] to a more general family of trees: a wide double path. A wide double path is consists of two paths that are joined by another path. Unordered multiplicity lists for two classes of wide double paths are established generalizing previous results. At the end three new research problems are pointed out.

First, we show how combining both bounds (1.1) and (1.2) in order to give necessary and sufficient conditions for an eigenvalue has maximal multiplicity in the case of a dumbbell graph.

## 2 Dumbbell graphs

A dumbbell graph is obtained by joining two cycles by a path. We will assume that the length of this path is greater than 2 . Nevertheless, all results are true for lower lengths, with slight modifications.

Dumbbells graphs are a special class of bicyclic graphs, i.e., connected graphs in which the number of edges equals the number of vertices plus one. These graphs are well considered in graph theory, combinatorics, and optimization literature [12, 13, 14, 19, 20, 21]. Much attention has recently been paid to the spectral properties of these non-acyclic graphs [22, 23].

We start this section establishing an upper bound for the multiplicity of an eigenvalue of a dumbbell graph.

Proposition 2.1. The maximum multiplicity of an eigenvalue of a dumbbell graph is 3.
Proof. Let $P$ be the path intersecting both pendant cycles of the dumbbell graph $D$. Observe that the (disconnect) subgraph $D \backslash P$ is the union of two paths. Then, from (1.1),

$$
m_{A(D)}(\lambda) \leqslant m_{A(D \backslash P)}(\lambda)+1 \leqslant 2+1=3
$$

for any eigenvalue $\lambda$ of $D$.
Next we characterize the matrices where an eigenvalue attains the maximum multiplicity.

Proposition 2.2. Let $D$ be a dumbbell graph and let $P$ be the path intersecting both pendant cycles $C_{1}$ and $C_{2}$ at the vertices $v_{1}$ and $v_{\ell}$, respectively. If $\lambda$ is an eigenvalue of $A \in \mathcal{S}(D)$ of multiplicity 3 , then $\lambda$ is an eigenvalue of $A\left(C_{1} \backslash v_{1}\right)$ and of $A\left(C_{2} \backslash v_{\ell}\right)$.

Proof. Again, by Theorem 1.1, if $m_{A(D)}(\lambda)=3$, then

$$
m_{A(D \backslash P)}(\lambda) \geqslant 3-1=2 .
$$

Since $D \backslash P=\left(C_{1} \backslash v_{1}\right) \cup\left(C_{2} \backslash v_{\ell}\right)$ and both $C_{1} \backslash v_{1}$ and $C_{2} \backslash v_{\ell}$ are paths, $\lambda$ must be an eigenvalue of each $A\left(C_{1} \backslash v_{1}\right)$ and of $A\left(C_{2} \backslash v_{\ell}\right)$.

Corollary 2.3. Let $D$ be a dumbbell graph and let $P=v_{1} v_{2} \cdots v_{\ell}$ be the path intersecting both pendant cycles $C_{1}$ and $C_{2}$ at the vertices $v_{1}$ and $v_{\ell}$, respectively. If $\lambda$ is an eigenvalue of $A \in \mathcal{S}(D)$ of multiplicity 3 , then $\lambda$ is an eigenvalue of both $A\left(C_{1}\right)$ and $A\left(C_{2}\right)$.

Proof. Considering the path $P^{\prime}=v_{2} \cdots v_{\ell}$ and (1.1), we have

$$
m_{A\left(D \backslash P^{\prime}\right)}(\lambda) \geqslant 2 .
$$

Now we only have to observe that $D \backslash P^{\prime}=C_{1} \cup\left(C_{2} \backslash v_{\ell}\right)$ and $m_{A\left(C_{2} \backslash v_{\ell}\right)}(\lambda)=1$.
Note that we can conclude a result more general than Corollary 2.3. In fact, $\lambda$ should be an eigenvalue of any tadpole graph obtaining by joining, for example, the path $v_{i} \cdots v_{\ell}$, for any $i=2, \ldots, \ell-1$, to the cycle $C_{2}$ at $v_{\ell}$.

The next result is a straightforward consequence of (1.1).

Proposition 2.4. Let $D$ be a dumbbell graph and let $P$ be the path intersecting both pendant cycles $C_{1}$ and $C_{2}$ at the vertices $v_{1}$ and $v_{\ell}$, respectively. If $\lambda$ is an eigenvalue of $A \in \mathcal{S}(D)$ but neither an eigenvalue of $A\left(C_{1} \backslash v_{1}\right)$ nor of $A\left(C_{2} \backslash v_{\ell}\right)$ or neither an eigenvalue of $A\left(C_{1}\right)$ nor of $A\left(C_{2}\right)$, then $m_{A}(\lambda)=1$, i.e., $\lambda$ is a simple eigenvalue of $A$.

As we mentioned before, Lemma 1.2 provides an interesting algorithm producing matrices of certain graphs with eigenvalues of maximum multiplicity. For, let us consider the real number $\lambda$. For a given path of order $k_{1}$, let $A_{1}$ be a tridiagonal matrix of order $k_{1}$, with eigenvalue $\lambda$, using (according Jean Favard) the simple et élégant Wendroff's algorithm [24], appeared a long time ago but somehow has not received so far the appropriate consideration by the linear algebra community. Now, using the general algorithm established in [5], it is possible to construct periodic Jacobi matrices, say $A_{2}$ and $A_{3}$, whose cycles are of orders $k_{2}$ and $k_{3}$, respectively, with $\lambda$ being an eigenvalue of both matrices. Let us set

$$
A=\left(\begin{array}{ccc|cc}
A_{1} & & & & \\
& A_{2} & & x^{T} & y^{T} \\
& & A_{3} & & \\
\hline & x & & 0 & 0 \\
& y & & 0 & 0
\end{array}\right) \in \mathcal{S}(H)
$$

where $x$ is the 0,1 vector with 1 's in the position 1 and $k_{1}+1$ and 0 elsewhere, and, analogously, $y$ is the 0,1 vector with 1's in the position $k_{1}$ and $k_{1}+k_{2}+1$ and 0 elsewhere. Then $\lambda$ is an eigenvalue of $A$ of multiplicity 3 . In fact, from (1.2),

$$
m_{A}(\lambda) \geqslant m_{A_{1}}(\lambda)+m_{A_{2}}(\lambda)+m_{A_{3}}(\lambda)-2=1+2+2-2=3 .
$$

## 3 Maximum multiplicities

We now turn back our attention to a family of binary trees. Recall that a binary tree is a tree such that the degree of each vertex is no more than three. In this section we will consider the family constituted by the trees of the following form: take five paths $P_{1}, \ldots, P_{5}$ and two vertices $u$ and $v$; join any terminal vertex of $P_{1}, P_{2}$, and $P_{5}$ to $u$; the other terminal vertex of $P_{5}$ and any terminal vertex of $P_{3}$ and of $P_{4}$ are added to $v$. These trees can also be seen as consisting of two paths that are joined by another path. Therefore, we will call them wide double paths. The paths $P_{1}, \ldots, P_{4}$ are the legs (or branches) of such tree.

In [18] Kim and Shader studied several spectral properties of the so-called $\Phi$-binary trees. It is a particular case of the trees under discussion now: $P_{5}$ has size 1 (i.e., a single vertex) and the longest legs among the four legs are connected to different terminal vertices.

Theorem 3.1. Let $T$ be a wide double path and $A \in \mathcal{S}(T)$. Then the maximum multiplicity of an eigenvalue of $A$ is 3 .

Proof. We only have to apply (1.1), for example, to the path $P_{1}-u-P_{5}-v-P_{3}$.
Theorem 3.2. For a given wide double path $T$, $\lambda$ is an eigenvalue of $A \in \mathcal{S}(T)$ of maximum multiplicity if and only if $\lambda$ is an eigenvalue of each path $P_{1}, \ldots, P_{5}$.

Proof. Set $A_{i}=A\left(P_{i}\right)$, for $i=1, \ldots, 5$. Let us assume first that $m_{A}(\lambda)=3$. Considering the path $P_{1}-u-P_{5}-v-P_{3}$ in $T$, from (1.1), it follows

$$
m_{A_{2}}(\lambda)+m_{A_{4}}(\lambda) \geqslant 3-1=2 .
$$

Thus, $m_{A_{2}}(\lambda)=m_{A_{4}}(\lambda)=1$. Analogously, we prove $m_{A_{1}}(\lambda)=m_{A_{3}}(\lambda)=1$. It remains to prove that $m_{A_{5}}(\lambda)=1$. In fact, since $P_{5}$ can be obtained from $T$ deleting the paths $P_{1}-u-P_{2}$ and $P_{3}-u-P_{4}$, we have again, from (1.1),

$$
1 \geqslant m_{A_{5}}(\lambda) \geqslant m_{\tilde{A}}(\lambda)-1 \geqslant m_{A}(\lambda)-2=1
$$

where $\tilde{A}=A(H)$, with $H$ being the generalized star with center $u$ and legs $P_{1}, P_{2}$, and $P_{5}$.

Conversely, if $m_{A_{i}}(\lambda)=1$, for $i=1, \ldots, 5$, then

$$
3 \geqslant m_{A}(\lambda) \geqslant \sum_{i=1}^{5} m_{A_{i}}(\lambda)-2=3
$$

from Theorem 3.1 and (1.2).
Let us set $\ell_{i}$ for the order of the path $P_{i}$, with $i=1, \ldots, 5$, in a wide double path $W$.
Corollary 3.3. The number $n_{3}$ of eigenvalues with multiplicity 3 of a wide double path is at most $\min \left\{\ell_{1}, \ldots, \ell_{5}\right\}$.

Corollary 3.4. [18, Theorem 2(a)] Let T be a $\Phi$-binary tree and $A \in \mathcal{S}(T)$. Then there are no eigenvalues of multiplicity 4 or more, and the number $n_{3}$ of eigenvalues with multiplicity 3 is at most one. Furthermore, if $\lambda \in \sigma(A)$ with $m_{A}(\lambda)=3$, then the diagonal entry of $A$ corresponding to the axis vertex of $T$ is $\lambda$.

We now investigate the eigenvalues of multiplicity 2 . The first result is a consequence of Lemma 1.2 and Theorem 3.2.

Lemma 3.5. Let $T$ be a wide double path and let $A \in \mathcal{S}(T)$. If $\lambda \in \sigma(A)$ is an eigenvalue of exactly four of the paths $P_{1}, \ldots, P_{5}$, then $m_{A}(\lambda)=2$.

As before, $n_{2}$ denotes the number of eigenvalues of multiplicity 2 of a given matrix.
Theorem 3.6. Let $W$ be a wide double path and $r=\min \left\{\ell_{i}+\ell_{j} \mid i=1,2, j=3,4\right\}$. Then

$$
\begin{equation*}
n_{2} \leqslant r-2 n_{3} \tag{3.1}
\end{equation*}
$$

Proof. By Theorem 3.2, if $\lambda_{1}, \ldots, \lambda_{n_{3}}$ are the distinct eigenvalues of $A$ of multiplicity 3 , then they must be (simple) eigenvalues of both $A\left(P_{2}\right)$ and $A\left(P_{4}\right)$. Taking into account Lemma 3.5, the inequality (3.1) follows.

We remark that Theorem 3.2 is in fact much more general. An analogous result can be proved for any generalized caterpillar, i.e., a tree for which removing the legs produces a path, and the maximum multiplicity of any eigenvalue is equal to the number of legs minus one. In particular we have the following result.

Lemma 3.7. Let $S$ be a generalized star and $A \in \mathcal{S}(S)$. Then $m_{A}(\lambda)=2$ if and only if $\lambda$ is an eigenvalue of each leg.

Theorem 3.8. Let $T$ be a wide double path and $A \in \mathcal{S}(T)$. Then $m_{A}(\lambda)=2$ if and only if $\lambda$ is a simple eigenvalue of the paths $P_{1}, P_{2}$, and of the generalized star with center $v$ and legs $P_{3}, P_{4}, P_{5}$, or is a simple eigenvalue of the paths $P_{3}, P_{4}$, and of the generalized star with center $u$ and legs $P_{1}, P_{2}, P_{5}$.

Proof. Let us assume that $m_{A}(\lambda)=2$. From (1.1), for any path $P$ in $T, m_{A(T \backslash P)}(\lambda) \geqslant 1$. Therefore, if $\lambda$ is not an eigenvalue of $P_{1}\left(P_{2}\right)$, then it must be an eigenvalue of both $P_{3}$ and $P_{4}$. Moreover, if $S$ denotes the generalized star with center $u$ and legs $P_{1}, P_{2}, P_{5}$, then $m_{A(S)}(\lambda) \geqslant 1$. The other assertion is set in a similar fashion.

The converse follows from (1.1) and (1.2).
We now address the question on the number $n_{1}$ of simple eigenvalues of $A \in \mathcal{S}(W)$. Since

$$
n=n_{1}+2 n_{2}+3 n_{3}=\ell_{1}+\cdots+\ell_{5}+2
$$

on the one hand, we have

$$
\begin{equation*}
n_{1} \leqslant n . \tag{3.2}
\end{equation*}
$$

In fact, the equality is attained when we construct $A\left(L_{1}\right), \ldots, A\left(L_{5}\right)$, with distinct eigenvalues. On the other hand,

$$
\begin{align*}
n_{1} & =\ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}+\ell_{5}+2-2 n_{2}-3 n_{3} \\
& \geqslant \ell_{1}+\ell_{2}+\ell_{3}+\ell_{4}+\ell_{5}+2-2 r+n_{3} \\
& \geqslant\left|\ell_{1}-\ell_{2}\right|+\left|\ell_{3}-\ell_{4}\right|+\ell_{5}+2 \tag{3.3}
\end{align*}
$$

Interestingly, we observe that, from the lower bound (3.3), any matrix in $\mathcal{S}(W)$ must have at least $\ell_{5}+2$ simple eigenvalues. This generalizes [18, Corollary 3].

## 4 Unordered multiplicity lists

Recall that if $m_{1} \geqslant \cdots \geqslant m_{k}$, with $m_{1}+\cdots+m_{k}=n$, are the multiplicities of the distinct eigenvalues of an $n$-by- $n$ symmetric matrix $A$, then $\left(m_{1}, \ldots, m_{k}\right)$ is the unordered multiplicity list (or list) of the eigenvalues of $A$. By unordered multiplicity list of a graph $G$ we mean the set of unordered multiplicity lists for all matrices in $\mathcal{S}(G)$.

Without loss of generality, we will assume that $\ell_{1} \geqslant \ell_{2}$ and $\ell_{3} \geqslant \ell_{4}$. Moreover, we convention that for a finite sequence of real numbers $a_{1}, \ldots, a_{i}$, with $i \leqslant 0$, is empty.

We are able now to find the unordered multiplicity lists of the wide double path under discussion.

Theorem 4.1. Let $W$ be a wide double path of order $n$, with $\ell_{1} \geqslant \ell_{2}$ and $\ell_{3} \geqslant \ell_{4}$. Then the set of unordered multiplicity lists of $W$ consists of the positive integer lists of the form

$$
\begin{equation*}
(\underbrace{3, \ldots, 3}_{n_{3}}, \underbrace{2, \ldots, 2}_{n_{2}}, \underbrace{1, \ldots, 1}_{n_{1}}), \tag{4.1}
\end{equation*}
$$

with $0 \leqslant n_{3} \leqslant \min \left\{\ell_{2}, \ell_{4}, \ell_{5}\right\}, 0 \leqslant n_{2} \leqslant \ell_{2}+\ell_{4}-2 n_{3}$, and $n_{1}=n-2 n_{2}-3 n_{3}$.
Proof. From our discussion in the previous section, it is clear that any unordered multiplicity list of $W$ is of the form (4.1).

Conversely, let $S_{1}$ (resp., $S_{2}$ ) be the generalized star with center vertex $u$ (resp., $v$ ) and legs $L_{1}, L_{2}, L_{5}$ (resp., $L_{3}, L_{4}, L_{5}$ ). Now, for $k=0, \ldots, \min \left\{\ell_{2}, \ell_{4}, \ell_{5}\right\}, p=0, \ldots, \ell_{2}-k$, and $q=0, \ldots, \ell_{4}-k$, let us consider the $\ell_{1}+\ell_{5}-k+p+1$ distinct real numbers

$$
\beta_{1}, \ldots, \beta_{\ell_{4}-k-q}, \theta_{1}, \ldots, \theta_{\ell_{1}-\ell_{4}+\ell_{5}+p+q+1}
$$

strictly interlacing with the $\ell_{1}+\ell_{5}-k+p$ (distinct) real numbers

$$
\lambda_{1}, \ldots, \lambda_{\ell_{5}}, \alpha_{1}, \ldots, \alpha_{\ell_{1}-k}, \tilde{\alpha}_{\ell_{2}-k-p+1}, \ldots, \tilde{\alpha}_{\ell_{2}-k}
$$

and the $\ell_{3}+\ell_{5}-k+q+1$ distinct real numbers

$$
\alpha_{1}, \ldots, \alpha_{\ell_{2}-k-p}, \mu_{1}, \ldots, \mu_{\ell_{3}-\ell_{2}+\ell_{5}+q+p+1}
$$

strictly interlacing with the $\ell_{3}+\ell_{5}-k+q$ (distinct) real numbers

$$
\lambda_{1}, \ldots, \lambda_{\ell_{5}}, \beta_{1}, \ldots, \beta_{\ell_{3}-k}, \tilde{\beta}_{\ell_{4}-k-q+1}, \ldots, \tilde{\beta}_{\ell_{4}-k}
$$

Now we consider $A \in \mathcal{S}(W)$ such that

$$
\begin{aligned}
& \sigma\left(A\left(L_{5}\right)\right)=\left\{\lambda_{1}, \ldots, \lambda_{k}, \lambda_{k+1}, \ldots, \lambda_{\ell_{5}}\right\} \\
& \sigma\left(A\left(L_{1}\right)\right)=\left\{\lambda_{1}, \ldots, \lambda_{k}, \alpha_{1}, \ldots, \alpha_{\ell_{2}-k-p}, \alpha_{\ell_{2}-k-p+1}, \ldots, \alpha_{\ell_{1}-k}\right\} \\
& \sigma\left(A\left(L_{2}\right)\right)=\left\{\lambda_{1}, \ldots, \lambda_{k}, \alpha_{1}, \ldots, \alpha_{\ell_{2}-k-p}, \tilde{\alpha}_{\ell_{2}-k-p+1}, \ldots, \tilde{\alpha}_{\ell_{2}-k}\right\} \\
& \sigma\left(A\left(S_{1}\right)\right)=\left\{\lambda_{1}, \lambda_{1}, \ldots, \lambda_{k}, \lambda_{k}, \alpha_{1}, \ldots, \alpha_{\ell_{2}-k-p}, \beta_{1}, \ldots, \beta_{\ell_{4}-k-q}, \theta_{1}, \ldots,\right. \\
&\left.\quad \theta_{\ell_{1}-\ell_{4}+\ell_{5}+p+q+1}\right\} \\
& \sigma\left(A\left(L_{3}\right)\right)=\left\{\lambda_{1}, \ldots, \lambda_{k}, \beta_{1}, \ldots, \beta_{\ell_{4}-k-q}, \beta_{\ell_{4}-k-q+1}, \ldots, \beta_{\ell_{3}-k}\right\} \\
& \sigma\left(A\left(L_{4}\right)\right)=\left\{\lambda_{1}, \ldots, \lambda_{k}, \beta_{1}, \ldots, \beta_{\ell_{4}-k-q}, \tilde{\beta}_{\ell_{4}-k-q+1}, \ldots, \tilde{\beta}_{\ell_{4}-k}\right\} \\
& \sigma\left(A\left(S_{2}\right)\right)=\left\{\lambda_{1}, \lambda_{1}, \ldots, \lambda_{k}, \lambda_{k}, \beta_{1}, \ldots, \beta_{\ell_{4}-k-q}, \alpha_{1}, \ldots, \alpha_{\ell_{2}-k-p}, \mu_{1}, \ldots,\right. \\
&\left.\mu_{\ell_{3}-\ell_{2}+\ell_{5}+q+p+1}\right\},
\end{aligned}
$$

The existence of the Jacobi matrices is granted by [24] and the two generalized stars by [17, Theorem 11].

It is clear that the unordered multiplicity list of $A$ is

$$
\begin{equation*}
(\underbrace{3, \ldots, 3}_{t_{3}}, \underbrace{2, \ldots, 2}_{t_{2}}, \underbrace{1, \ldots, 1}_{t_{1}}), \tag{4.2}
\end{equation*}
$$

with $t_{3}=k, t_{2}=\ell_{2}+\ell_{4}-2 k-p-q$, and $t_{1}=\left(\ell_{1}-\ell_{2}\right)+\left(\ell_{3}-\ell_{4}\right)+\ell_{5}+2+k+2(p+q)$. Note that $0 \leqslant k+2(p+q) \leqslant 2\left(\ell_{2}+\ell_{4}\right)$.

Observe that with $1=\ell_{5} \leqslant \ell_{2}, \ell_{4}, \leqslant \ell_{1}, \ell_{3}$, we are able to recover the results in [18] for $\Phi$-binary trees. Moreover, Theorem 4.1 can also be applied for $\ell_{5}=0[1,17]$.

Finally, a tree is minimal provided there is a matrix such that number of distinct eigenvalues is equal to the diameter (counting edges) plus one. From Theorem 4.1, we conclude that the wide double paths are minimal, for $\ell_{2}, \ell_{4} \leqslant \ell_{1}, \ell_{3} \leqslant \ell_{5}$. In fact, with $t_{3}=0$, $t_{2}=\ell_{2}+\ell_{4}$, and $t_{1}=\left(\ell_{1}-\ell_{2}\right)+\left(\ell_{3}-\ell_{4}\right)+\ell_{5}+2$, since the number of distinct eigenvalues is $\ell_{1}+\ell_{3}+\ell_{5}+2$ and the diameter is $\ell_{1}+\ell_{3}+\ell_{5}+1$.

## 5 Open problems

In this paper, we provided the solution for the inverse eigenvalue problem of a wide double path, generalizing the results for the very particular case of the family of the so-called $\Phi$ binary trees, recently established. The approach adopted here is different, offering a general result with a more concise proof.

A natural generalization a wide double path is when we have more than 2 legs adjacent to the "central" vertices $u$ and $v$. Let us suitably call such trees as wide double generalized stars.

## Problem 1. Characterize the unordered multiplicity lists of a wide double generalized star.

It seems this is not a difficult problem to handle and an elegant characterization similar to Theorem 4.1 may be achieved.

A more hard problem is related an analogous characterization for binary trees.
Problem 2. Characterize the unordered multiplicity lists of a binary tree.
Our results may also be seen as the starting point for a more meaningful study:
Problem 3. What are the unordered multiplicity lists of trees having maximum multiplicity 3 ?

Of course, from our approach, the previous question can be extended to general graphs. Probably new techniques will need to be developed for this attractive and vast area of research. Some computational experiments allow us to assert that there will be some surprising multiplicity lists.
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